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Preface:
Robotix-Academy Conference for Industrial
Robotics (RACIR) is held in University of 
Liège, Belgium, during June 05, 2019.

The venue for RACIR 2019 is the Campus in 
Liège. The University of Liège doesn't have 
a "long" history: many universities in Europe 
date back to the middle ages. Nevertheless, 
ULiège also has ties to that period. And for 
two centuries, its rich and abundant history is 
also that of the Europe after the Treaty of 
Vienna, then with the history of Belgium and 
its scientific, social and cultural, economic, 
and industrial destiny. 

Today, ULiège relies on 200 years of 
creation and transmission of knowledge to be 
unfurled between international openness and 
regional engagement: University of Liège
has an internationally relevant research 
university with 25,000 students and PhD 
students, more than 800 foreign students and 
exchange and cooperation agreements with 
900 partner institutions over the world.

The topics concerned by RACIR are: ro-
bot design, robot kinematics/dynam-
ics/control, system integration, sensor/
actuator networks, distributed and cloud
robotics, bioinspired systems, service
robots, robotics in automation, biomedi-
cal applications, autonomous vehicles
(land, sea and air), robot perception,
manipulation with multifinger hands, 
micro/nano systems, sensor information,
robot vision, multimodal interface and
human-robot interaction.
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Abstract - In this paper, different communication possibilities 
of a mobile robotic platform in the manufacturing context are
observed. Based on the use case of machine tending, the required 
information exchange is assessed regarding real-time priorities 
and data amount. Under the consideration of technical 
communication and current protocols, standards and 
architectures, a proposal for communication interfaces as well as 
a possible architecture is given. 

Index Terms – Machine to Machine Communication, Mobile 
Robots, Machine Tending, Internet of Things, Communication 
Architecture 

I. INTRODUCTION

In 1953, the first automated guided vehicles (AGV’s) were 

introduced by Barrett-Cravens in Northbrook, Illinois. 

Equipped with simple lane tracking technologies and bumpers 

as kind of sensors, these vehicles were bound to their

correspondent tracks [26]. Due to the lack of integration, 

communication and standardization, the technology was 

unviable. Later, in the 1980’s, the electronic and automation 

sector developed rapidly because of the third industrial 

revolution. By then, different interfaces and communication 

technologies were coming online. Today, the fourth industrial 

revolution brings in new possibilities of internal and external 

communication, especially through the developments in future 

projects such as Internet of Things (IoT) and Industrie 4.0

[21]. Equipped with current and emerging network 

technologies, companies are able to develop AGV’s for 

manufacturing and integrate them in the existing 

infrastructures. As an evolution of AGV’s, mobile robots are 

currently developed by different manufacturers [25]. For the 

successful development of mobile robots, several challenges 

need to be met first. Besides the definition of use cases, the 

integration of the mobile robot in various dynamic production 

environments, especially regarding external communication, 

must be analysed and assessed in detail

II. CURRENT COMMUNICATION STANDARDS AND PROTOCOLS

The protocol Message Queue Telemetry Transport 
(MQTT) attracts worldwide attention to become the standard 

communication protocol for Machine-To-Machine 

Communication [7] [12]. This protocol is usually built upon a 

network architecture, such as TCP/ IP, to provide reliable 

connection capabilities [22] [24]. MQTT works with the 

publish-and-subscribe principle and the information is 

provided in the XML format [3] [6]. First, a topic is defined 

toward a MQTT broker. Then, a device can publish data within 

this topic. Other topic-related devices get notified about the 

publication immediately [31]. If the subscribed device is in 

sleep mode, it gets notified when switching back to the active 

mode [7]. There are three important entities within a MQTT
network: clients, brokers and topics, which can be seen in

figure 1. Clients are all devices using a MQTT library to 

interconnect with a broker. In fact, clients can be divided into

publishers and subscribers. While the publisher sends a 

specific message to the broker, the subscribers receive this 

message [1]. Brokers are responsible for authentication and 

authorization of the clients, receiving and filtering of messages 

and distributing the message to all subscribers [23]. The 

message broker operates as communicational middleware in 

order to orchestrate the single communication flows. 

Furthermore, there are MQTT brokers available, that support 

direct broker-to-broker communication, called broker-bridging 

[18]. The use of topics allows clustering, message distribution, 

filtering and routing [1].

Fig. 1 Publish-and-subscribe principle of the MQTT protocol (own graphic, 
according to [23]
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MQTT provides three mechanisms of data delivery validating, 

a mechanism to track the current client connection and three 

security levels: none, user and password and the use of TLS/

SSL certificates. To reduce complexity, this protocol uses very 

basic headers. Via several ports or a web socket,

communication is enabled. Usually, a two-level architecture 

with MQTT clients and an MQTT broker is used [7]. MQTT-
SN (figure 2) is a modification of the original MQTT protocol, 

that is optimised for wireless communication and wireless 

sensor networks to face the challenges of low-bandwidth, high 

link failures, short message length, higher failure rates of 

wireless networks and limited processing as well as storage 

onboard-hardware of mobile devices [22]. This variant 

requires a three-level-architecture [3].

Like MQTT, XMPP can work with the publish-and-

subscribe principle and is built upon a TCP/IP architecture. 

[7]. The overlay communication is executed over IP, 

supporting both standards (IPv4 and IPv6) [13].

Fundamentally, this protocol utilizes different XML

technologies and can be extended by so called XEP’s 

(protocol extensions) [15]. Due to the direct-connected client-

server XML streams, near real-time communication can be 

attained [13]. In addition, this protocol does not require a 

protocol gateway or middleware for networking and simplifies 

device-connections [15]. The XMPP protocol technology is 

free, open, easily usable and standardized in RFC 3920 and 

RFC 3921. Due to its flexibility, various functions and 

applications can be deployed, such as network management,

collaboration, file sharing or cloud computing [30]. Within the 

network, the single clients are identified under the use of a 

jabber ID (JID), which can act as publisher or subscriber [13].

Like MQTT, XMPP can be driven by the publish-and-

subscribe principle, where several XMPP entities create topics 

(or also called nodes) and publish information respectively [2].

That information is shared with all the nodes, that have

subscribed to the topic and are authorized to access this

information [17] [27].

Fig. 2 Exemplary MQTT-SN architecture (own graphic, according to [22])

The functions subscribing, unsubscribing and publishing, can 

be defined by different messages (request, success or error).

Furthermore, the creation, configuration, management and 

deletion of topics is possible. For the identification of the 

current connection status, connectivity information about every 

single entity can be provided (either connected or 

disconnected). Pubsub mechanisms are often used in sensor 

systems, where different physical devices produce huge 

amounts of information. Within such networks, sensors and 

actuators can act as publisher and subscriber simultaneously.

Consequently, these entities can receive commands, read 

configuration files (subscriber) or share current sensor data 

with the network (publisher). In order to provide 

understandable information, the data is collected by 

aggregators. Aggregators, which are subscribers themselves,

collect data from different topics and analyse them with the 

result of structured information, that can be used more 

efficiently. In fact, this information bundles are published in 

separate topics [13].

Based on several web technologies, REST utilizes HTTP

as transfer protocol, Universal Resource Identifier (URI) for 

identification, XML for representation and Multipurpose 

Internet Mail Extensions (MIMO) as content identifier. In the 

REST approach, an XML file describes a specific content, 

which is placed on a correspondent web page linked with a 

website [14]. In the field of M2M communication, RESTful 
web services are often deployed due to their stateless service. 

Consequently, unreliable connections can be stabilised. 

Furthermore, connected devices do not require extra memory 

in order to manage connection states. Via RESTful API’s

(Application Programming Interfaces), the single applications 

can be adjusted individually. But when it comes to networks 

with extended requirements, where high data rates combined 

with high battery and CPU power consumption occur, REST is 

not suitable due to the big HTTP headers and huge XML and 

JSON data packets. Consequently, a more lightweight protocol 

is required: CoAP [7].

As already mentioned, IoT and M2M applications are

defined by resource constraints and a high number of low-

power devices. Therefore, a lightweight protocol is required as 

an alternative to HTTP. CoAP is based on the REST 

architecture and runs over UDP [7]. This protocol transfers

information directly between client and servers, has a low 

overhead and easily translates to HTTP [3] [14]. The 

information is provided in the formats XML or JSON [6].

With this protocol, two models can be utilized: request-

response (like in HTTP) or publish-and subscribe. While 

MQTT works with topics (nodes), CoAP utilizes URI as 

nodes. In comparison to MQTT, CoAP uses different 
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reliability mechanisms. In contrast to MQTT (which utilizes

the reliable TCP), CoAP is built upon UDP. However, specific 

mechanisms are deployed at CoAP in order to guarantee a 

reliable data exchange. Therefore, CoAP messages are 

differentiated in “confirmable messages” and “unconfirmable 

messages”, which either require an acknowledgement or not. 

Furthermore, there is only one QoS level at CoAP. [23].

OPC Unified Architecture is a service-oriented

architecture (SOA), where a service provider receive requests, 

calculates them and send the solution back (response). Due to 

its standardized and generic services, OPC UA is compatible, 

interoperable and platform-independent [8]. It is built in four 

layers: the abstract UA model specification at the bottom, the 

service binding on the second level and the extensions and

modifications on top of the pyramid. This architecture

provides interoperability on a semantic level by offering the 

exchange of several complex information models. Figure 3

shows the information model, where controls on the field level 

can relate to overall information systems. Therefore,

functionalities for transport, meta model and services are 

required. Transport allows the data exchange between various

OPC-UA applications under the use of different, application-

specific protocols. UA TCP (which is based on TCP/IP)

guarantees speed and throughput, while HTTP and SoAP is 

firewall-friendly [10]. In the meta-model, different rules and 

basic elements for the information model are defined. 

Different services realise the interfaces between servers as 

information providers and clients as information users [16].

The information model itself is built layer-based, while every 

higher type uses basic rules. That means, that clients with 

restricted rule knowledge can edit complex information 

models, even if these clients are not aware of the relations 

within the model [19]. Furthermore, OPC UA offers an 

integrated addressing space, where production data, alerts, 

events, historical data and tasks can be included [16].

Consequently, only one interface is required for navigating the 

different addressing spaces [19]. According to different 

sources, OPC UA is going to be IoT standard [5] [9] [11] [20].

Fig. 3 OPC UA Architectures (own graphic, according to [19])

III. IOT AND M2M ARCHITECTURES

To accomplish the vision of IoT, a vertical approach in 

systems architecture, so called “silos”, is currently emerging. 

Each application has its own infrastructure, which leads to 

redundancy and high costs [3]. In the future, this vertical 

architecture is going to be replaced by a horizontal one with an 

overall operational platform for task managing [6]. According 

to [3], such a network architecture can be distinguished in 

three layers and phases: the collection phase, the transmission 

phase and the processing, managing and utilization phase [3].

As already mentioned before, the physical nodes, that means 

physical devices (RFID, sensors), communicate via short-

range communication. For that reason, various protocols can 

be used, to guarantee efficient networking. Protocols can be 

distinguished into low power networking protocols (ZigBee, 

ZWave, Bluetooth), traditional networking protocols 

(Ethernet, WIFI) and IoT networking protocols (CoAP, 

MQTT, XMPP). However, the heterogeneity of the available 

protocols and the need for protocol-independent IoT 

architectures require solutions for interoperability. Due to the 

computational resources of gateway nodes, gateways are used 

to connect sink nodes (also called base or destination nodes) 

with IoT services, which is called Gateway as Service (SGS)

[6]. In fact, the gateway manages the data transmissions 

between the physical devices and the cloud, which can be 

considered as Semantic Service Oriented Architecture 

(SSOA). For this architecture, the base nodes are 

interconnected either in a hierarchy or a mesh network and 

connect to the gateway under the use of the previous 

mentioned protocols (CoAP, XMPP, MQTT). In fact, the data, 

transmitted to the gateway, is not annotated. In this 

architecture, the physical sensor nodes relate to simple clients, 

that support a different protocol each (CoAP, MQTT, XMPP). 

Via different formats, such as JSON and/ or XML, the client 

information can be transmitted to the multiprotocol proxy.

Therefore, every protocol-specific information stream has its 

own channel. Due to the different architectures of CoAP, 

MQTT and XMPP, the multiprotocol proxy is required for an 

appropriate translation. While MQTT uses the publish/

subscribe architecture, CoAP utilizes either the request/ 

response or resource/ observer architecture. Based on the 

publish/subscribe principle (also called pubsub), XMPP

understands resources as nodes instead of topics. Due to these 

specifications, different formats (XML and/ or JSON) are 

required. As it can be seen in figure 4, the message store and 

the topic router are exchanging data with the multiprotocol 

proxy, which guarantees the translation process. 
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Fig. 4 Model of a Gateway as Service (SGS) architecture including a
multiprotocol proxy (own graphic, according to [6])

The topic router offers the creation and management of 

different topics and the assignment of specific sensor states to 

these topics. In fact, the alignment of CoAP information with 

these topics is possible as well. In the message store, the 

messages from the different clients can be stored and 

forwarded to the correspondent topics. However, after the 

multi-channel messages has been translated within the 

multiprotocol proxy, the message broker transmits them to the 

semantic annotation service in the JSON format. After 

processing, the message broker receives the annotated 

information in the RDF format. This format is required for 

data transmission to the gateway interface. Then, the gateway 

transforms this RDF format in a specific-annotated JSON 

format, which allows the support of RESTful protocols. That is 

required in order to connect the considered system with cloud 

services and other SGS (Gateway as Services) systems [6].

M2M communication utilizes general information and 

communication technologies (ICT) as well as Big Data. 

Regarding Big Data in M2M, five main requirements are 

demanded: real-time-processing, scalability, ubiquity, 

reliability and heterogeneity [4] [7]. According to [7], three 

different M2M architectures can be applied: the three-level 

architecture with non-IP end devices, the two-level 

architecture with IP-enabled end devices and the two-level 

architecture with non-IP end devices. In the first model (three-

level architecture with non-IP end devices), there is no IP 

assigned to the single devices. Usually, this architecture is 

deployed when using low-cost end devices without any 

intelligence or integrated network access. In this case, 

capillary networks with several gateways are used. In the first 

layer, either a point-to-point connection via a gateway (i.e. 

IEEE 802.15.4, M-Bus) or a mesh/ routed connection via a

neighbor relay or gateway (i.e. ZigBee, Z-Wave) is 

established. Based on the first layer, a gateway in the second 

layer establish an IP-enabled connection using common 

technologies such as WIFI, Ethernet and cellular. Common 

protocols are UDP, TCP and HTTP, especially for M2M data 

exchange the protocols MQTT and CoAP are utilized. Finally, 

the third layer connects to service providers to manage the 

single devices in terms of exchanging data and device 

interaction. The second model is the two-level architecture 

with IP-enabled end devices. These devices, based in the first 

physical layer, can connect autonomously to the second layer

by using WIFI, Ethernet or cellular. Consequently, a gateway 

is not required. Due to the ability of autonomous connection, 

the device itself must have an integrated memory and 

intelligence. These hardware requirements are a prerequisite in 

order to apply the appropriate protocol, such as HTTP or 

MQTT. The last model is the two-level architecture with non-

IP end devices. Under the use of an IP-based backhaul, 

simplification and broader network covering can be achieved

[7].

IV. USE CASE DESCRIPTION

As main use case, the automated workpiece exchange

(Machine Tending) has been predefined for this study. 

Therefore, a mobile robot platform with an industrial robot 

manipulator attached to it, is assumed. The process can be 

subdivided into the following procedures:

� Machine Door Status Check & Door Opening

� Workpiece Status and Weight Check

� Workpiece Space Status Check

� Fixture Decomposition

� Pick workpiece within the machine

� Next Workpiece Identification

� Workpiece gripping and handling

� Place workpiece into the machine

� Applying fixture specifications

� Closing the machine door

The following figure illustrates the use case.

Fig. 5 Use Case of Machine Tending with a mobile robotic platform
(YASKAWA graphic)
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V. EXCHANGE INFORMATION ANALYSIS

In this chapter, information that must be exchanged in 

mobile-robot systems is analyzed. Firstly, information in 

general are described, according to different sources. The 

basis for this chapter forms [29]. In VDI/VDMA 5100 and 

VDI 2510, various information for material flow systems 

of automated guided vehicles (AGV) has been collected 

[27] [28]. Based on the vision of the Internet of Things, 

further information is reasoned: registration/ deregistration 

of software agents at system components, service requests 

by software agents of the transport units, order 

negotiations between module-agents, notifications of the 

module-agents about offer and establishment/ cancellation 

at software services [29]. Wirth combines the information, 

proposed by VDI and VDMA, with the information 

requirements of the Internet of Things paradigms to create 

information classes. Hence, the information can be 

clustered in: 

� visualization data

� topology/ layout

� organization/ control

� order negotiations

� transport job data

� driving job data

� reservations

� load cycle control

� identification data, sensor data

� collision avoidance

� status/ error notifications

� and switch jobs.

Corresponding to these classes, several sub data can be 

reasoned. In addition to this information classification, Wirth 

clustered this information according to their real-time

requirements. Therefore, the criteria time targets, maximal 

data amount, average demand frequency and number of 

endpoints were used to evaluate the real-time requirements. In 

order to evaluate the technical performance level, the criteria

pair time targets and maximal data amount are utilized. Figure 

6 shows the relation of the single data classes to these two

criteria [29]. Based on this information analysis, further 

information must be assessed, that are specifically designed for 

the field of mobile robotics. By process modeling of the use 

case with EPC’s (event-driven process chains), the exchanging

entities and the required information has been analyzed.

Fundamentally, the information classes are clustered into 

“identifiers”, “states”, “interaction”, “description data”, “robot 

arm data”, “technical motion execution details”, “mobile 

platform data” and “complex data”.

Fig. 6 Data amount and real-time requirements of different classes in general 
(own graphic, according to [29])

Due to the numeric character of identifiers, the data amount is 

low. Furthermore, the task activations linked to these numbers 

do not have to be executed immediately, therefore real-time 

submission is not required. Secondly, status data, job states 

and the battery status are needed. In a pubsub architecture, 

these states are used to write the values into the topic 

(blackboard), only when the values are changing. Hence, a 

lean communication network can be created. The Boolean 

character of states allow low data amounts. Furthermore, states

do not require mandatory real-time features. Interactions are 

much more complex. This information consists of requests or 

commands, which enlarges their data amount. While ERP 

requests do not have to be transmitted immediately, command 

data require high real-time priorities. The safety character of 

these interactions forces the information exchange to be 

executed in real-time. Description data is usually very 

lightweight, because it consists of simple information, such as 

limits or dimensions. Furthermore, the transmission priority is 

usually low except of timers due to the required timer 

accuracy. All mathematical and informatic data, that is used 

for the robot manipulator, are naturally high. This results from 

the complex frames, vectors, plains and Jacobi matrices. 

However, the real-time priority of robot joint data and robot 

frame is low. In the technical motion specification execution 

details, specific data according to fixtures, tools, gripping, 

handling and rework for the robotic manipulator are given. 

Due to the vast information required, the data amount is high. 

In contrast, real-time requirements are low, because the motion 

itself can be executed with a small delay without endangering 

safety or slowing the processes down tremendously. For the 

mobile platform, several information classes are required. 

Position data are used for the mobile platform as well as for 

the robotic manipulator, which are quite simple, due to their 

constellation of x, y and z values. Furthermore, position data 

can be transmitted with a small delay. Map data represent all 

factory elements as well as tracks, safety zones and other 2D 
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or 3D elements. Hence, the data load is huge. Usually, factory 

layouts do not change very often, which is why map data is 

mostly static. The map itself is downloaded by the mobile 

robot regularly, which does not require real-time features. 

However, live mapping is possible, which requires such 

features. The live changes of elements within the map implies 

flexible facilities, like other mobile robots. In order to avoid 

collisions, routing information can be provided. Therefore, the 

data amount as well as the real-time priorities are high. 

However, routes are typically calculated in advance, so that the 

fleet manager can calculate collision-free tracks for every 

mobile robot. In this case, real-time transmission is necessary. 

But when irregularities in the driving process of a mobile robot 

occur, i.e. by unpredictable obstacles, this information must be 

reported to the fleet manager. Then, an alternative route is 

calculated, which impacts the other routes as well.

Consequently, real-time features for these cases are required. 

Obstacles, as well as the positions of other robots, can be 

perceived by the sensors, attached to the mobile robot. Under 

the use of the sensor data, relational position data can be 

reasoned. In contrast to normal position data, the positions are 

indicated as incremental values and relations. Hence, the data

are much more complex. In fact, this information must be 

transmitted in real-time in order to enable the robot to 

converge to other objects precisely. Before a trip can start, the 

mobile platform needs specific information about the control 

of their motors (driving parameters), such as acceleration, 

velocity, reaction time and respective braking. From the 

diversity of these information streams the complexity can be 

sensed. These parameters are usually requested, buffered and 

applied before the trip starts. Therefore, real-time transmission 

is not important. Changes in the drive process, such as speed 

limits or safety specifications, can be delivered in real-time at 

the respective spots. While speed limits imply simple values 

(low data amount), safety specifications, such as sensor 

calibration characteristics, are much more complex. In fact,

sensor data itself are complex as well. By combining several 

sensor states, comprehensive conclusions can be made. In 

order to react to environment conditions, sensor data must be 

transmitted in real-time. Another class of complex information 

is visual data. When scanning 3D objects for quality reasons, 

the scanned data must be transferred into a 3D object for 

further analysis of quality attribute. Hence, comparing 

calculations of the actual and the optimal 3D model are 

required, which increases the data amount. Regarding data 

amount and real-time priorities, the previously described 

information classes were put into the following diagram, which 

is analogue to figure 7.

Fig. 7 Data amount and real-time requirements of the information, that has 
been identified in the use case analysis (own graphic)

According to Wirth, eight requirements for 

communication systems for mobile robots in general need to

be met, which are appropriate for mobile robots itself as well. 

Summarized, these demands are: allocation of information as 

needed, wireless communication technology, communication 

in real-time under consideration of latencies, interoperability 

including open standards, coexistence with other 

communication systems, self-regulation regarding signal 

strength and package failure rate, network security as well as 

energy supply via a battery. In addition to these basic 

requirements, further ones can be reasoned from the 

dissertation of Wirth. For mobile robots, the following are 

relevant: discovery of communication partners, data 

consistency and data redundancy [29]. Besides general 

requirements, the communication interfaces must be 

considered as well. Based on the blackboard system, that has 

been proposed by Wirth, the author proposes an exemplary,

more use case-tailored system in figure 8. Hence, further 

requirements can be deduced. Firstly, the mobile robot must be 

enabled to communicate on the field level with other 

machines, facilities and devices directly (M2M communication

via OPC UA).

Fig. 8 Exemplary communication architecture (own graphic, according to 
[29])
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Secondly, it is necessary to work with a blackboard 

information system, which can be achieved by different 

communication principles, such as publish-and-subscribe. Due 

to the diversity of communication protocols and the lack of a 

protocol standard, which is predominantly used, protocol 

interoperability is important. For this purpose, the principle of 

a multiprotocol proxy has been explained previously, which 

can handle different protocols. In fact, the different 

technologies, like MQTT, XMPP, CoAP and OPC UA must

be actively supported as a prerequisite. Note, that if the 

expert’s predictions come true and OPC UA becomes the 

communication standard in the future, active support of this 

protocol and architecture is going to be important. Lastly, the 

mobile robot must interact with the ERP and MES system.

Therefore, it is mandatory required, that requests from these 

information systems can be understood and that their own 

requests can be executed in an understandable way. This can 

be achieved either via direct communication or via the use of a 

fleet manager. This middleware system is suitable, due to the 

fact, that it can collect requests from both sides, translate them 

in a way, that is understandable for the corresponding system 

and allocates them afterwards. For the middleware itself, two 

different possibilities are offered. Either this middleware is 

integrated in the mobile platform or the middleware is 

externalized. In the first case, the decentralization of 

information processing is advantageous. On the other side, the 

higher complexity and the extra costs of the platform are a 

disadvantage. By externalizing the middleware, computing 

resources can be outsourced, which means that this external 

system sends the required commands directly to the robot. On

one hand, costs for the platform can be spared. On the other,

the system reliability of a centralized system is critical.

Besides external interfaces, the internal communication is 

required as well. Firstly, the mobile platform must interact 

directly with the robotic manipulator. Therefore, the robot 

memory must communicate with the manipulator and the 

mobile platform likewise, via IO interfaces. In fact, a safety 

circuit (Servo ON/OFF) between platform and robot is usually 

deployed regarding safety regulations. That means, that the 

robotic manipulator can only move, when the platform stands 

still. Usually, the robot is controlled by its control system or a

PLC. In addition, the gripper system needs an interface via a

Bus interface. When it comes to the usage of a collaborative 

robot, further sensor technology is required in order to 

guarantee safe human-robot-interaction. For such 

considerations, the author refers to different regulations, such

as ISO TS 15066. Furthermore, several sensors, that are 

attached to the robot and to the mobile platform, must

communicate with each other in order to build a

comprehensive device.

VI. RESULTS

In this paper, different communication possibilities of a 

mobile robotic platform in the manufacturing environment

were explored and developed. By observing current and 

emerging communication protocols, standards and 

architectures, it became clear, that there is no dominant overall 

communication standard right now. On the field level, OPC 

UA as communication standard is required. In order to support 

different communication protocols and to guarantee 

interoperability of the system, protocol translation mechanisms 

were presented. As an example, a multiprotocol-proxy was 

explained in detail. Furthermore, different M2M and IoT 

architectures were described, which built the basis for a 

proposal of a possible architecture. Based on the use case, the 

required information was gathered and clustered in different

classes under consideration of data amount and real-time 

priorities. Due to the degree of novelty of mobile robots and 

the subsequent lack of comprehensive information and 

literature, this paper only lays down a foundation for future 

research. Therefore, further investigations, experiments and 

practical tests are required in order to create a stable, 

comprehensive and functional communication architecture. 
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Abstract - This paper is concerned with the problems which 
arise when humans are working alongside robotic assistants. The 
main question which appears is how to define the difference 
between humans and robots in terms of characteristics, 
similarities or differences and how to consequently treat humans 
and robots in the factory routine. 
Based on a literature analysis, a common ground for the 
treatment of human and robotic workforce in the manufacturing 
industry is established. Subsequently, a framework for their 
cooperation is deduced and an implementation of the solution 
suggested. 

Index Terms – machine ethics; robot ethics; HRI; industrial 
robotics. 

I.  INTRODUCTION 

Technological progress related to robotics and artificial 
intelligence is a fact and the impact on the manufacturing 
industry and its labour cannot be denied. Contrary to the panic 
fomented by mass media evoking the new and imminent threat 
of science fiction-like scenarios of humanoid robots taking 
over the lead and oppressing human workers, automation is not 
a new trend. The replacement of human workforce is a trend 
which has been ongoing over the past century [1]. Who would 
nowadays want to resume jobs like boiler man to fire up a 
ship’s engine, gandy dancer or bindery worker? Despite of 
technology’s contribution to the improvement of jobs in terms 
of ergonomics and safety, there exists a pluralism in society. 
While some argue for the unrestricted exploitation of 
technological opportunities, others are in favour of banning all 
automation in industry and maintaining a status-quo of the 
current situation. As neither of these extreme scenarios is 
likely to happen, experts and society alike should be prepared 
for the introduction of robots in manufacturing engineering 
and think beforehand about the implications. Robot ethics is 
concerned with the global environmental, ethical as well as 
societal impacts of the further emergence of the robotics 
industry [2-4]. The situation envisioned here is a partial factory 
automation as is either current state-of-the-art or feasible in a 
short term future. Human Robot Interaction, HRI, is 
considered. 
This work is concerned with the problems which arise when 
humans are working alongside robotic assistants. The main 
question which appears is how to define the difference 
between humans and robots in terms of characteristics, 

similarities or differences and how to consequently treat 
humans and robots in the factory routine. 
The goal of the presented analysis is to find a consensus 
among all stakeholders with their diverging opinions and to 
agree on a global framework for the temporal and local 
coexistence of human and robotic workforce in an industrial 
environment. The collaboration of humans and robots should 
indeed take place in a safe structure with values and rules 
everyone involved can identify with. The contribution of this 
work is the suggestion of a well-grounded framework for the 
safe, harmonious and efficient cooperation of humans and 
robots in a factory. 
The rest of this paper is structured as follows: this introduction 
localizing the topic, specifying the ethical question addressed 
as well as the contribution of the work is followed by the main 
part. This part is subdivided into two major sections. The first 
one is of a theoretical nature. Based on a literature study as 
well as on discussions with stakeholders, a common ground for 
the treatment of human and robotic workforce in the 
manufacturing industry is established. Subsequently, a 
framework for their cooperation deduced. The following part 
describes the implementation of the solution suggested in the 
previous part, i.e. the practical setup of the suggested 
framework. The paper ends with a final chapter which 
discusses and summarizes the results. 

II. ANALYSIS

This chapter of the paper applies the previously described 
methodology in order to address the ethical problem defined in 
the introduction. First, the theoretical discussion of the 
question based on a literature study is presented. Then the gap 
between theory and practice is bridged by suggesting an 
implementation of the developed solution.  

A. Ethical Theories 
The following analysis discusses the differences between 

humans and robots in the light of the related question whether 
robotic assistants should be granted rights and responsibility to 
the same extent as their human co-workers. Further, state-of-
the-art in the branches of ethics concerned with the actors in a 
partially automated industry is investigated. In a final part, a 
framework for the efficient and safe cooperation of human and 
robotic workers is derived. 
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In a first step, it is investigated how humans have been 
conceptually defined in order to establish similarities as well 
as differences with robots. This is achieved through a twofold 
analysis. 

� First, the distinguishing characteristics that have been 
attributed to humans by the most influencing authors 
from antiquity to this day have been investigated. In 
this context, the conceptual and factual definitions of 
beings that should be granted dignity and 
responsibility are analysed in the framework of 
different ethical theories, i.a. Utilitarianism or 
Consequentialism, Libertarianism and Personalism or 
Existentialism. 

� Second, a brief presentation of the discussed concepts 
in a religious framework completes the mainly secular 
discussion.  

The first author to be mentioned in this context is the ancient 
Greek philosopher Aristotle. Among the unique natural 
properties that define humans, he focussed on rationality, i.e. 
the fact that humans are endowed with the capacity to reason. 
The ability to think and take decisions based on logic 
distinguishes humans from other creatures and objects. In the 
15th century, Pico della Mirandola [5], published his thoughts 
on the distinguishing nature of humans. The Italian 
Renaissance philosopher qualified humans as free, vulnerable 
and imperfect. He insisted on the concept of self-development, 
the fact that humans are free from deterministic laws. 
According to Pico della Mirandola, humans are not restricted 
by or bound to laws from nature or the outside, instead they 
are free to choose their acts and behaviours.  
The English philosopher of the 17th century John Locke is seen 
as one of the founders of Libertarianism. As the name 
suggests, liberty and freedom are at the core of the theory. As 
far as the characteristics of the human are concerned, it is 
believed to be free to develop itself autonomously starting 
from scratch through personal experiences [6]. Jean-Jacques 
Rousseau, inspired by Voltaire, elaborated the concept of 
freedom [7]. With his ideas of humans having the freedom to 
choose and free will, he influenced the Enlightenment in 
Europe as well as the French Revolution in the 18th century. In 
Utilitarianism, influenced by the Scottish philosopher David 
Hume, the English jurist and philosopher Jeremy Bentham as 
well as his student John Stuart Mill, the focus is put on 
sensation. The ability to feel the difference between pleasure 
and pain characterizes a being worthy of dignity. This 
qualification is in line with the theory’s axiom, the greatest 
happiness principle. According to Utilitarianism, the aim of 
right behaviour should be the greatest possible happiness of 
the largest possible amount of beings [8]. In the same time 
period, Immanuel Kant [9] took up the capacities-based 
definition from Aristotle. The focus lay on the potential of the 
human as a rational agency to set ends through logic and 
reason. The German philosopher however extended the 
definition with the concept of morality. Humans are not only 
rational but also moral agencies, i.e. they know the distinction 

between good and bad and can adapt their acts accordingly. In 
the 20th century, the ideas of Personalism and Existentialism 
became popular, i.a. thanks to their supporters: the French 
philosopher Emmanuel Mounier, the Swiss Denis de 
Rougemont and the Russian philosopher Nikolai Berdyaev. 
This theory focuses on the uniqueness, self-consciousness as 
well as freedom and free will of persons [10]. Based on the 
philosophy of Aristotle, in the 20th and 21st centuries, the 
German Roman Catholic philosopher Robert Spaemann [11] 
deepened the discussion on morality. He sees the human not 
only as a moral individual but also as a moral member of a 
community, i.e. a participant in a group of mutual recognition 
and respect. In this sense, a human is not only defined through 
his individual thoughts and acts but also through his behaviour 
towards his peers. More recently in the 21st century, both 
concepts, free will and morality are confirmed as human 
qualities [12]. Further, Pico della Mirandola’s ideas were taken 
up as the concept of self-transcendence, i.e. the human’s 
ability to be or become different from its naturally given form 
[13]. 

Concepts similar to the ones identified in secular literature can 
be retrieved from the different religious doctrines. In 
Christianity some form of dignity is intrinsic. It can be 
characterized as the human’s soul which according to their 
belief appears during natural conception [14]. Next to the 
inherent form of dignity accorded to humans, the Islamic belief 
also includes the concept of rationality. Their ability to think 
and decide with reason is one of the foundations of God’s trust 
in humans [15]. In Buddhist as well as in Hinduist traditions, a 
strong focus is put on the existential freedom and autonomy of 
individuals [16] which culminates in the possible salvation 
from the cycle of eternal rebirth for living beings. The Jewish 
doctrine teaches that humans are different from the rest of 
creation because of their free will, their freedom to choose. 
Their morality, i.e. them knowing the difference between good 
and evil, leads to the responsibility that is entrusted to each 
and every individual [17]. 

Summarizing, it can be noted that, despite the prevalent ethical 
pluralism on the definition of humans or creatures worthy of 
being granted dignity, some elements are recurrent and allow 
the establishment of a consensus on a difference between 
human and robotic workers in semi-automated plants. 
The recurring ideas in most secular and religious theories are 
rationality, morality and freedom. These are the three 
qualifications that distinguish humans, i.e. beings worthy of 
dignity and of irreplaceable value from objects, i.e. beings that 
can be exchanged and that a quantifiable price can be attached 
to.  
Robots can be qualified as rational agencies. Indeed, state-of-
the-art artificial intelligence algorithms are able to take logical, 
rational decisions based on general rules and inputs from 
sensors. The behaviour of robots: evaluating current situations 
based on environmental information acquired through sensors 
and taking decisions on the next acts based on learned rules, 
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emotions and experience is similar to the behaviour of humans 
and can be qualified as rational behaviour [18-20]. 
Though robots are able to follow moral guidelines once they 
have been implemented in their program, they are not able to 
derive ethical principles by themselves. In this sense, robots 
are no moral agencies. The ethical principles and resulting 
moral or amoral behaviour of robots is not their responsibility, 
but rather the responsibility of the programmers, moral 
agencies themselves, who developed and implemented the 
ethical guidelines [21]. 
The most striking difference between human and robotic 
workers in this context is related to their freedom and free will. 
Although they have the capacity to evaluate situations, take 
decisions autonomously, learn, gain experience and adapt their 
behaviour accordingly, robots are not free. Robots are 
designed, developed, produced and programmed by humans. 
In this sense, robots do not have any inherent free will, but are 
dependent on an input from outside, they only act like they 
have been programmed to by an outside factor, i.e. they are 
trapped in heteronomy. As also freedom is a conditio sine qua 
non for morality, robots are no moral agents. 

Two conclusions can be drawn from the above analysis. First, 
human and robotic workers have to be treated differently 
according to their respective characteristics and qualifications. 
The framework for their collaboration therefore has to address 
these differences. Second, an additional actor needs to be 
taken into account next to human workers and their robotic 
assistants in partially automated factories. This third actor is 
the robot developer and programmer. Indeed, as pointed out 
before, the human programmer is responsible for the ethical 
principles the robot is following as well as for the resulting 
behaviour.  

Two different branches of ethics are concerned with this third 
actor, the human robot developer.  

B. Robot Ethics 
On the one hand, the interdisciplinary field of robot ethics 

is concerned with the impacts of robots on society, i.e. it deals 
with ethical questions related to the emergence of the robotic 
industry [2-4]. Although the main areas of concern of the 
discipline are military, social and medical robots, other types 
of robots should not be neglected [22]. For industrial robots 
and robotic assistants designed to cooperate with human 
workers in factories which are considered here, some 
guidelines should be issued for developers. The establishment 
of such guidelines for the design and development process of 
industrial robotic systems requires the collective effort of 
engineers, programmers, industrial managers, politicians, 
lawyers, ergonomists, health and safety specialists, economists 
and sociologists. Topics which need to be addressed in this 
context include but are not limited to: 

� The changes brought about by the introduction of 
robots in the factory, i.e. changes in the work 
environment as well as in the operation of the plant. 

These impacts should be investigated from societal, 
financial, administrative as well as juridical 
viewpoints. I.a. the image of the company, the 
opinion of the employees, amendments in the 
administrative, legal status and in the internal 
regulations, short-term as well as long-term financial 
implications and risks for accidents or failures should 
be considered.  

� The human-centric development. All research efforts 
should be done for the good of the human workers, 
i.e. the ultimate goal should not be to outperform and 
replace human workers but rather to help them by 
taking over functions which involve non-ergonomic 
work, hazardous environments or dumb and repetitive 
tasks. 

� Safety. The safe operation of the robots with respect 
to the laws has to be guaranteed at all times. This 
issue becomes even more critical when HRI (Human-
robot interaction) is involved. 

� HRI, human-robot interaction. As soon as robots are 
no longer operating behind fences, but cooperating in 
time and space with humans, more factors need to be 
taken into account during the development process. 
These factors reach from human acceptance, division 
of labour over safety features to ergonomics of the 
interaction interface [23-26]. 

C. Machine Ethics 
Machine ethics on the other hand, is concerned with the 

ethical behaviour of machines or robots. Rather than 
investigating the ethical consequences of robotic assistants for 
society and targeting the design process by human developers, 
machine ethics investigates the ethical behaviour of the robots 
and targets the ethical guidelines which are implemented. 
The majority of machine ethics research is based on the three 
laws of robotics which the science-fiction author Isaac Asimov 
introduced in his novels mid-20th century [27]. The three laws 
are as follows: 
‘1) A robot may not injure a human being or, through 
inaction, allow a human being to come to harm. 
2) A robot must obey the orders given it by human beings
except where such orders would conflict with the First Law. 
3) A robot must protect its own existence as long as such
protection does not conflict with the First or Second 
Laws.‘ [28] 
One application to cite is the work of the Anderson-couple, a 
philosopher and her husband, a computer scientist. They 
showed that even situations which at first sight might seem 
trivial involve complex ethical questions which in case of 
automation need to be treated in the framework of machine 
ethics. The banal example the couple has been investigating is 
the humanoid robot Nao reminding patients to take their 
medicine. The ethical questions which arise for this use case 
are among others: how to proceed when the patients are not 
obeying, when to intervene, which measures to apply to make 
them take their medicine, how often to remind them in order to 
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find a balance between being useful, respectful of the patient’s 
autonomy and annoying, disrespecting the free will of the 
patient [21]. The work of the Andersons illustrates that it might 
be desirable that multidisciplinary teams think the to be 
automated scenarios through beforehand. All options and 
eventualities should be envisaged and prepared. The 
advantages of such a preparatory work are a more controlled 
environment which inspires confidence to the humans 
involved. The downside would be a less flexible automation, 
i.e. a system which is unable to react and adapt to undesigned 
situations [27]. Additionally, it is probably impossible to 
foresee all eventualities and to program the robot accordingly. 
An alternative programming method would then be to teach 
the robot how to take decisions on what is good and what is 
wrong starting from a set of rules and to act correspondingly. 
Whereas this scenario is flexible and adaptive, the situation 
becomes less controllable and might seem less trustworthy to 
humans [27, 29]. What differentiates most between robots and 
humans in this regard is how they follow rules. While robots 
always strictly follow rules like they have been programmed 
to, humans are more likely to abandon logic or rules, mainly 
when emotions are involved. The trolley dilemma [27] points 
out the implications of both behavioral patterns. After 
concluding that machine ethics do are relevant and do require 
some research, the more specific questions on which ethical 
doctrines to use for the creation of ethical machines and 
whether the latter should be created at all in the first place, 
arise. [30] In his study, Tonkens illustrates this point with the 
help of Kantian theory. For the sake of consistency, the author 
argues that Kantian AMAs, artificial moral agents, should not 
be created at all. If, however it is agreed that robots need some 
ethical ground rules, it has to be investigated which ethical 
doctrine can be used and how to overcome the consistency-
issues between the ethical theory and the creation of moral 
machines. These concerns are known as limitations of machine 
ethics based on ethics [30, 31]. Next to these constraints, 
limitations based on computational nature restrict the 
advancement of machine ethics. The programming and 
implementation of an ethical doctrine still requires some 
research. 

III. SUGGESTED SOLUTION

The purely theoretical discussion of the ethical problem is 
followed by a more applied part where the gap is bridged 
between the theory and the practice. Directly related to the use 
case of a partially automated factory, some guidelines in the 
format of a framework for the cooperation of humans and 
robots are elaborated. The previous analysis has shown that all 
different secular and religious theories agree that their free will 
distinguishes human workers from their robotic counterparts. 
Their freedom with the resulting responsibility is the main 
characteristic of persons. In the context of Human Robot 
Interaction on the shop floor, this signifies that human workers 
have a different, higher rank in terms of rights and 
responsibilities than robots. As robots are not autonomous and 

therefore do not possess free will. This fact has two 
implications:   
1) Robots cannot be considered persons worth of specific
rights, i.e. they are subordinate to humans in this regard. 
2) Robots are not responsible for their behavior. It is rather the
human programmers and developers who need to take the 
responsibilities for the robots’ acts. 
The first point implies that robotic assistants are not granted 
the same rights than human workers. The second point implies 
that robots cannot be hold responsible for their actions as they 
are not free to choose what they do. As robots behave only like 
they have been programmed to, it is the human programmer 
who chose this behavior and who consequently is responsible 
for it. In this same line of thought, as far as safety and 
protection are concerned, the health and well-being of the 
human is most important. The outline of these regulations is 
consistent with the denomination ‘robotic assistant’. Indeed, 
the goal of HRI is to assist and help the human worker. In this 
scenario, the human is the master and the robot its slave. The 
justification for the establishment of these guidelines for the 
cooperation of humans and robots in factories can be found in 
the confidence standards inspire in new, unknown situations. 
An official framework provides transparency, confidence, 
control and trust [32]. 

A. Implementation 
The practical implementation of the proposed framework 

is the next step after the theoretical development of the 
possible solution to the analysed ethical problem. This is likely 
to be a slow process as it involves a wide range of stakeholders 
as well as the interference with and amendment of 
administrative procedures which might be cross-sector and/or 
cross-border. This paragraph therefore presents a 3steps-
approach to the final implementation of the framework:  
1) Awareness raise,
2) Dissipation of the suggested solution-concept,
3) Implementation on different levels.
This 3steps-approach is also illustrated in Fig.1. The first step 
involves identifying the stakeholders, i.e. the people concerned 
by a partial factory automation, and raising awareness of the 
identified ethical problem among them. The involved parties 
span different sectors from academia to industry. In the 
former, researchers from humanities as well as researchers 
from natural and applied sciences, disciplines addressing 
technological problems of automation are directly and 
indirectly concerned with ethics. Industrial stakeholders 
include both robot manufacturers and factory managers. 
Among the employees directly concerned by factory 
automation, programmers and manual workers are to be cited. 
Last but not least, general society should also be informed 
about the ethical problem at stake as well as about the solution 
process. Raising awareness can be done by direct discussions 
with stakeholders and through media: social media posts, 
written and oral reports for the broad public. The second step 
is dedicated to the dissipation of the developed framework. 
Following up on step 1, this can be included in discussions and 
broad public-articles. In addition, more scientific papers can 
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be published in academic conferences and journals fostering a 
discussion among peers. The submission of a project proposal 
is another possibility to acquire attention, interest and funding 
for the issue at stake. Here, a collaboration between academia 
and industry where the manual workers are involved, is 
conceivable. The third and final step is concerned with the 
implementation of the framework and regulations to harmonize 
the cooperation of human and robots in the factories. This is 
happening step-by-step on different levels, i.e. on strategical as 
well as operational levels. After a proof of concept, i.e. a 
scientific work performed in a research setting, factory- and 
company-internal regulations can be put in place. The ultimate 
goal would be the ratification on a national or even 
international level. 

Fig. 1: 3steps-approach for the practical implementation of the 
suggested solution. 

IV. DISCUSSION AND CONCLUSION

This paper addressed the ethical questions resulting from 
the emergence of robots and artificial intelligence as well as 
from their introduction in today’s society. The discussion of 
the effects of the emergence of the robotics industry implies 
the discussion of future issues in contrast to past or current 
ones. This future can be subdivided in three categories: now, 
near and far. The first one, now, considers the application of 
current state-of-the-art technology. It is concerned with the 
effects of the implementation in society of technologies which 
have already been developed and validated in a research 
environment. While the first scenario analyses taking known 
innovations from laboratories to industry, both, the second and 
third categories deal with technologies which have not been 
developed yet, neither in a research nor in an industrial 
environment. The difference between both categories is the 
amount of speculation involved. The second category, near, 
predicts future technological developments based on current 
state-of-the-art research and it can be considered as an 
informed prediction of the next results of the robotics 
community. The developments at stake are likely to happen in 
the near future and the category is therefore named near. The 
third category on the other hand deals with the possible 
technological developments of the further future. These 
predictions and their implications are much more speculative, 
only slightly based on facts and consequently less certain. In 
an attempt to eliminate speculation to the highest possible 
extent, in this paper only scenarios of the two first categories 
are considered, i.e. the paper deals with the ethical 
implications of the implementation of state-of-the-art and 

related technologies which are currently under development. In 
the case of ground-breaking developments in the field, the 
question would have to be reinvestigated. 
A second limitation of this paper concerns the analysed sector. 
Indeed, only automation in manufacturing industry is 
considered. Although industrial robotics initiates less ethical 
questions than military or social robotics, it has been shown 
that partial automation of factories leads to ethical questions 
which require a detailed analysis and the suggestion of a 
thought-through solution. 
This paper discussed in how far human and robotic workers 
are alike or unlike in a partially automated factory-context. It 
tried to establish a consensus in the ethical pluralism on the 
differences between human workers and their robotic assistants 
and to deduce a framework for their cooperation on common 
grounds. This theoretical analysis of the ethical problem and 
the suggestion of a solution was completed with a 3steps-
approach for its practical implementation. The latter is only 
constrained by the personal sphere of influence. 
Summarizing, it can be said that automation of manufacturing 
processes is a highly probable future scenario. However, at the 
moment and in the near future, we should only see partially 
automated factories with HRI, Human Robot Interaction. 
Indeed, although researchers are introducing smart or 
intelligent robot systems, smart here does not mean 
autonomous. Think in this respect about smartphones, despite 
being highly performant, smartphones are still far from being 
intelligent in the sense of autonomous. The introduction of 
intelligent autonomous robotic assistants on the shop floor is 
still speculative and therefore out of the scope of this paper. In 
a first phase, automation and HRI in manufacturing industry 
rather has the potential to bring back production to high-wage 
western countries through increasing productivity and 
lowering the need for manpower. In this sense, the 
introduction of robotics can be compared to the Industrial 
Revolution. If automation is well-led and frameworked, it can 
be as beneficial for the human workers as the Industrial 
Revolution has been by reducing working hours per day, 
working days per week and dispensing humans from some 
physically demanding, tedious and dangerous jobs. To make 
sure the introduction of robotic assistants is beneficial to the 
human workers and society as a whole, however, it is 
necessary to think ahead of time about the implications of 
automation, i.a. the ethical ones and to establish a framework 
for the optimal implementation and operation of robotic 
assistants alongside humans in factories.  
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Deom Nathan1 , Olivier Brüls1 and Thierry Jacques2
1Department of Aerospace and Mechanical Engineering, Univeristy of Liège, Belgium
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Abstract— The programming by demonstration is a method
that allows one to register a trajectory and to reproduce it
by a robot. It could be used to speed up the programming
of robots using the practical skills of workers without the
time consuming code development part of classical robotic
applications. This article exposes a methodology based on
fiducial markers and only one classical camera which is an
inexpensive solution. The fiducial markers are based on binary
symbols generally used for augmented reality applications. It
also presents the experimental setup created at the laboratory
of human motion analysis and used to analyze the repeatability
and the precision of this solution. The primary results show a
promising technology and following developments will be done.

I. INTRODUCTION
Programming by demonstration is a research field that

aims to transfer the human skills to robots. Instead of
programming, the end-users teach the desired behaviour to
the robot. This method is composed of two phases: the
teaching and the reproduction. During the teaching phase, the
user shows the desired action to the robot. Afterwards, the
robot programming can be automatically determined. This
methodology allows one decreasing the programming time
and taking advantage of the technical and adaptive skills of
the end-user.

The teaching phase requires the registration of the motion.
Several methods can be used [1]. For a collaborative robot,
hand-guiding, which is also named lead-through program-
ming, can be considered. However, for a classical industrial
robots, the interactions with the human are restricted so other
techniques should be used, such as human motion analysis
methods. The measurement system could be

• a mechanical system with position encoders [5],
• a magnetic system using triangularization (e.g., ABB

Simplified Robot Programming),
• an inertial system using inertial measurement units [4],

[7],
• an optical system which uses cameras.

The optical systems are generally based on markers tracking,
however, with the recent increase in computation power and
artificial intelligence, some markerless methods also appear.

Once the teaching phase completed, the raw data should
be processed to generate the robot programming. The
processing could be more or less advanced depending on
the needs of the final application. If required, the trajectory
should be closely continuously followed as in welding
[9], painting [8] or teleoperation [7]. In other cases, like
pick-and-place, it is sufficient to reproduce the general

behaviour [10]. Consequently, the starting point and the end
point are the only interesting information of the recording.

The fiducial markers allow camera pose estimation and are
generally used for augmented reality and robot localization.
Several fiducial marker systems have been proposed, [2], [3].
They differ by the generation method of the marker codes
but the camera pose estimation are similar, using perspective
by n points problem described below. The pose (translation
and rotation) of a marker is computed in the camera frame.

II. METHOD

The programming by demonstration for painting or weld-
ing application requires the tool pose measurement during
the whole operation. In this work, the proposed technique is
based on the computation of the tool pose on which fiducial
markers are fixed using only one camera.

A. Fiducial markers used : ArUco

The fiducial markers selected for the project come from
the ArUco library, since it is implemented in OpenCV, Open
Source Computer Vision [11], which is an open source
library for image and video analysis. Consequently, the
ArUco library offers image processing algorithms to detect
and identify the markers.

The ArUco markers are square fiducial markers composed
of a binary matrix (white and black) and a black border,
as it can be seen in Fig. 1. A set of markers composes a
dictionary which is defined by the size of the markers sides
and the number of markers. The matrices of each marker are
different since they represent binary codifications selected to
maximize variations between the markers, in order to easily
identify the marker.

To compute the position of one marker in the camera
frame, the process requires the camera parameters (distortion
coefficients and camera matrix), the 2D positions of the four
corners in the image and the 3D positions of the corner in
the marker frame. Using these values, the Perspective by n
Points (PnP) problem can be solved with n equal four which
has theoretically a unique solution if the points are co-planar
[12].

In a similar way, if several markers are placed on the tool,
the pose of this one can be obtained using the 3D positions
of the corners in the tool frame and the 2D positions of
corners obtained from visible markers. The usage of more
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Fig. 1: Examples of the ArUco markers using the predefined
dictionary DICT 4x4 50, corresponding the fifty binary cod-
ified matrix of four by four

than one marker permits the detection with more orientations,
since the pose can be estimated as soon as one marker is
detected. The markers used to solve the problem are the one
that are identified using the binary code. Then appropriate
3D positions can be used for solving the PnP problem.

The flowchart shown in Fig. 2 present the methodology
used to compute the tool pose in the camera frame. The
possible markers are extracted from the image. They are
represented by the four corners positions. After the detection,
the identification step provides the corresponding number of
a marker in a specific dictionary. Using the model of the
tool, the 3D positions corresponding to the corners seen are
selected. The PnP problem can then be solved to obtain an
estimation of the tool pose.

Fig. 2: Flowchart to compute the position of the tools in
the camera frame, using several ArUco marker defined by a
dictionary

B. Motion analysis and robot reproduction

In a programming by demonstration application, the corre-
spondence between the motion of the tool in the frame of the
camera and the motion of the robot in his base frame should
be known. Moreover, if the programming by demonstration
should be used for industrial robots, the interaction between
the human and the robot must be limited. Consequently, the
cell of the robot and the recording cell should be separated
as shown in Fig. 3. A fixed marker is used to determine the
working frame of the recording cell, and the camera can be
move at a suitable position to record the motion. Making
a correspondence between the fixed marker and the robot
frame leads to the desired path for the robot.

Fig. 3: Comparison between the recording cell and the robot
cell

III. EXPERIMENTS

A. Experimental setup description

In order to evaluate the system, an experimental setup
is created at the Laboratory of Human Motion Analysis of
the University of Liege1. Four 3D optoelectronic systems,
CX1 CODAmotion, based on active markers are used and
considered as a gold standard reference system. In the
following, the position of an object measured with these
systems is considered as the ground truth. The markers are
fixed on 3 elements: the camera, the fixed marker and the
tool. It provides the position of the fixed marker and of
the tool in the camera frame from which an estimation of
the precision and the repeatability could be computed. The
experimental setup is illustrated in Fig. 4

Fig. 4: Experimental setup developed at the Laboratory of
Human Motion Analysis of the University of Liege and used
to estimate the precision and the repeatability

B. Error sources

There are two main types of errors. They could be due
to the distortion or to the numerical treatment of the im-
ages. The distortion means that the image is not a perfect
perspective projection due to the usage of lenses and a cali-
bration procedure is required which involves camera internal
parameters[13]. However, some errors could be remain and
the calibration may not be perfect. The second type of errors
are due to the numerical resolution of the PnP problem and
the determination of the corner positions.

1http://labos.ulg.ac.be/lamh/
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1) The subpixel corner detection: The corner detection
is improved using a subpixel method which should give a
better estimation of the corner positions. The image is a
discretization of the scene, so the initial guest for a corner
position corresponds to a pixel. However, the real position of
the corner is more precise using a subpixel method because
the position is estimated using the pixels around the original
guest to refine it. Nevertheless, the subpixel position is still
an estimation which is degraded if the marker size decreases
while keeping it at the same distance and if the distance
increases while the marker size stays the same. Moreover, the
marker should be surrounded by a white border to simplify its
detection but if the border is to small it could induced some
problems during the subpixel detection. The corner detected
could be the external corner and not the corner of the marker.
This situation is ambiguous, as it can be seen in Fig. 5. It
can lead to important errors in some particular cases.

(a) Correct situation

(b) Ambiguous situation

Fig. 5: Two situations that could appear using the subpixel
method

Generally several markers are detected in the images, so
the errors of corner detection are compensated. However, if
only one marker is detected, it can lead to strong orientation
error. Even if the PnP problem has theoretically a unique
solution, two orientations give similar images when they are
projected. So a small error of corner detection can lead to
the wrong orientation as it can be seen in Fig. 6.

Fig. 6: The Z-flipping problem representation

In conclusion, to avoid the error due to the corner de-
tection, several improvements can be used: the markers
should be as big as possible with a large white border,
the markers should be close to the camera, several markers
should be detectable on an image or the image resolution
should be increased. Also, the camera calibration should be
done carefully with a camera that has small distortion.

C. Static measurements and quantification

Some static measurements have been done with the experi-
mental setup. Twenty-five configurations have been measured
with orientation and position variations and 100 images
have been taken for each configuration. It allows evaluating
the precision and the repeatability. The position error is
computed using the formula ‖ T − T̂ ‖ where T is the
position vector obtained with the Codamotion system and T̂
is obtained with the fiducial markers. For the rotational error,
this formula can be used θ = acos

(
(Trace(RT R̂) − 1)/2

)
where R is the rotational vector obtained using the Codamo-
tion system and R̂ is obtained with the fiducial markers.

The repeatability of the measurements is smaller than one
millimetre if there is no error of corner detection. When some
errors appear, it is in the range of 2-3 millimetres. However
the precision is not as good as expected since it is in the
range of the centimetre and around two degrees of errors.
However, it seems clear that there is some calibration error
since the precision of the tool and the fixed marker in the
camera frame are worse than the precision of the tool in the
frame of the fixed marker. In the three cases, the errors are
in the range of the centimeter.

A more accurate procedure should be defined to study this
phenomenon in static and in dynamic configurations. It will
be done in a future paper.

IV. CONCLUSION

The programming by demonstration aims at bringing the
practical knowledge of workers to the robot without the long
development required by classical programming method.
Consequently, it could be used to program robots used with
small batch size, since the program could be changed easily.
It requires a motion recording phase which can be done using
an optical system. However, the optoelectronic systems are
generally costly since they require several cameras and a
synchronization system. The methodology presented in this
article is based on a single 2D camera with square markers
which is a cost-effective solution.

The first experimental measurements are promising. How-
ever, to validate the methodology, a study with dynamic
motion should be done. Afterwards, a practical case should
be realized using a robot to reproduce a recorded trajectory.
It could require an adaptation since some motion done by
the human could not be reproducible by the robot.

ACKNOWLEDGEMENT

The first author would like to acknowledge the Belgian
Fund for Research training in Industry and Agriculture for
its financial support (FRIA grant).

17



REFERENCES

[1] A. Billard, S. Calinon, and S. Schaal, “Springer handbook of robotics,”
Choice Rev. Online, vol. 46, no. 06, pp. 46-3272-46–3272, 2013.
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[9] F. Röhrbein, G. Veiga, and N. Ciro, “Gearing Up and Accelerat-
ing Cross-Fertilization between Academic and Industrial Robotics
Research in Europe: Technology Transfer Experiments from the
ECHORD Project ABC,” Springer Tracts Adv. Robot., vol. 94, no.
January, 2014.

[10] P. Pastor, H. Hoffmann, T. Asfour and S. Schaal, ”Learning and
generalization of motor skills by learning from demonstration,” 2009
IEEE International Conference on Robotics and Automation, Kobe,
2009, pp. 763-768. doi: 10.1109/ROBOT.2009.5152385

[11] Bradski, G.,” The OpenCV Library,” Dr. Dobb’s Journal of Software
Tools, 200

[12] Y. Zheng, Y. Kuang, S. Sugimoto, and K. Åstr, “Revisiting the P n P
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Abstract - At ZeMA – Zentrum für Mechatronik und 
Automatisierungstechnik – the group assembly processes and 
automation work on industry-related research domains in the 
fields of robotics, planning and tolerance management.
The scope of this work is to develop a prototype of a semi-
automated physical human-robot cooperation (pHRC) station 
with a modular control concept which standardizes human robotic 
interfaces. The collaborating characteristics of the robot are 
conceptually transferred to a linear axis for workspace extension. 
This enables skill-based task sharing between human and robot in 
an extended workspace. Safety is considered through 
guaranteeing the stopping of the robot through the capacitive 
sensor skin when people or obstacles approach in range. The signal 
of the sensor skin is transmitted in parallel to the linear axis to set 
it into emergency stop status. The HRC station, presented in this 
paper, serves as a basis for further researches in the fields of 
pHRC workspace extension and a modular control concept. For 
first investigations, a drilling process is implemented. In this 
demonstration, a handheld cordless drilling machine is retrofitted 
to be “Industry 4.0-Ready”. Additional assistance systems, such as 
"guide by spotlight" for example, are modular in design and 
integrated via standardized interfaces based on MQTT. For these 
reasons a simple integration, even in existing systems, is possible. 
The assistance systems support the exchange of information with 
humans, increase the acceptance between robots and humans. Due 
to the intuitive implementation of the human-machine-interaction 
(HMI), the resources are shifted from not seeing the robot as an 
"instrument" but as a "partner" within the framework of human-
robot-cooperation. 

Index Terms – Industry 4.0, HRC, extended Workspace, 
Retrofit, modular control concept

I.  INTRODUCTION

Human-Robot-Cooperation (HRC) is especially interesting
for semi-automation in assembly processes. The hype about 
HRC began with the market launch of the UR in the year 2012
and is primarily the result to the low acquisition costs, intuitive 
programming and new safety features of the system. Economic 
and workplace ergonomic improvements are realized by new 
working types (Fig. 1). The introduction of the regulation
TS15066 enable new cooperation and security areas, which 
allows direct physical, fenceless cooperation between humans 
and robots and combining the individual capabilities of humans 
with the repeatability and endurance of robots. [1] In order to 
be able to process large components cooperatively or to 
integrate the HRC system into the assembly line, this paper will 
present a concept for integrating a linear axis into the 
collaborative workspace.  

Fig. 1 Motivation for HRC use [2]

 The additional axis initially requiresan unpredictability of 
the extended robot system, which reduces the human trust and 
situational awareness of the system. Therefore, the system will 
be enhanced with a plug & play, Industry 4.0 based modular 
interaction between human and machine that can be quickly 
integrated.

Industry 4.0 and industrial Internet of Things (iIoT) allow 
the connection and integration of devices with different 
hardware, functionality and software in one system. The 
scheme for the system connectivity deviates from the classical 
automation pyramid. The integrated devices and services in a 
system communicate more and more with each other. To 
prevent industrial change from leading to an increase in the 
complexity of the introduction of such systems modular cyber-
physical system (CPS) must be formed, which can be integrated 
with plug & play.

II. STATE OF THE ART

In production, four cooperation solutions between humans 
and robots can be classified in addition to the conventional use 
of robot systems with protective fences (Fig. 2). 

Autarkic operations describe production without a safety 
fence in which the human and the robot are separated locally. 
In "synchronized mode", temporally separated sequences 
enable alternating work in the same workspace. Collaborating 
robots must be used in cooperative and collaborative work 
sharing. In this case, robots and humans work simultaneously
and in the same workspace, whereby a common task is 
performed in collaborative mode. [3]
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Fig. 2 Four stages of human-robot- collaboration [3]

A. Human-Robot-Collaboration
In the implementation of an HRC application, the 

acceptance of the worker must be guaranteed. This is achieved 
by involving the worker at an early stage in the decision-making 
process and by an intuitive, transparent interaction between 
robot and operator. [2] In order to guarantee the safety function 
of the system, the collaborating mode differs between the 
following four methods: [4]  

� Safety evaluated monitored stop
� Hand guidance
� Velocity and distance monitoring
� Power and force limitation
In the following, the safeguarding of the cooperation area

with speed and distance monitoring is discussed more precisely. 
For example, the position of the person, speed and distance in 
relation to the robot can be recorded via external sensors such 
as light barriers, safety mats, etc. Research is currently studying
methods (camera-based 3D sensors [5] [6], ultrasound and 
radar) for collision prevention. [7]
 Employers' liability insurance association (BG) certified 
and already in industrial use is an HRC solution which is 
capable of contact detection and prediction via a sensor skin.
[3] This robot is equipped with sensors that generates a
capacitive field. The principle is based on changing the 
electrical capacitance of a capacitor system in response to 
electrically conductive material or a dielectric in the immediate 
vicinity. This capacitive change leads to a stop of the robot 
movement as soon as the switching distance is reached. In 
addition, the sensor skin has an elastic pad that absorbs most of 
the collision energy. If the human moves out of the switching 
distance, the movement of the robot is continued again. [8]

Collaborating robot systems are subject to the European 
community (EC) Machinery Directive and must be equipped 
with an EC Declaration of Conformity and a CE mark. The 
robot system consists of robots, tools, workpieces and fixtures, 
which together form a machine according to the EC Machinery 
Directive. [9] [10]

The robot and all connected safety-related functions must 
be triggered when the safety distance becomes too low. In order 
to achieve a performance level d Cat. 3 [11], redundant 
monitoring of electrical outputs is required for safety-relevant 
functions.
Robots and axis must have the following characteristics in order 
to be able to guarantee safety technology for speed and distance 
monitoring:

� Safety-rated monitored velocity
� Safety rated monitored stop
� Safety-rated software for axis and space limitation
� The distance monitoring system shall comply with the

requirements of [9] [10]
� Safety-related functions connected to the robot system

must trigger (switch off all dangerous tools)

B. Awareness for Human-Robot-Collaboration
The model according to Endsley can be used to determine 

the proper awareness of a situation. It requires humans to 
perceive the objects in the environment, understand the 
meaning of the objects, and predict how the environment and 
the future state of the object will change for a sufficient time 
interval. Based on this information, humans make process-
specific decisions, execution plans, and actions. [12]

Therefore, it is important that the human operator is 
involved in the semi-automated process with meaningful, 
complete and well thought-out tasks and that there is 
communication between human and robot so that loss of 
situational awareness and trust in the robot does not occur. [13]
[14]

Due to the progress of the available technology today, the 
automated system can change the mode during operation due to 
external influences or safety functions. To avoid operator 
errors, the operator needs to know when and how the mode can 
be influenced and what the functions are in each mode. This is 
called mode-awareness and must be preserved in system 
automation. [15]

C. Communication Protocols
Generally defined, interaction is the transmission or 

exchange of information. In computer science, communication 
consists of a physical and software component. The 
components are subdivided into technology, topology, 
underlying communication protocol and information flow 
(central/decentral). [16] With the introduction of iIoT and 
Industry 4.0, Application Layer IoT Protocols (MQTT, AMQP, 
CoAP) are useful for applications or machine communication. 
AMQP - Advanced Message Queuing Protocol - is an open-
standard message protocol that manages the queue, routing and 
alignment of messages. CoAP - Constrained Application 
Protocol - is a web transfer protocol designed specifically for 
devices with limited resources (small memory, short battery). 
Official OASIS standard is the machine-to-machine 
connectivity protocol MQTT - Message Queuing Telemetry 
Transport - and distinguishes itself from AMQP and CoAP in 
terms of the Message Oriented Approach (MOA). MQTT uses 
TCP as transport layer and TLS/SSL as security layer. [17]
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Fig. 3 Publish & subscribe pattern [18]

The basic functionality of MQTT is to publish/subscribe to
a pattern (Fig. 3). For communication between the devices 
(publisher, subscriber) a broker is required, which manages the 
incoming messages from a publisher and passes them on to a 
subscriber if required. For assignment, the devices publish with 
a specific topic, which are defined as strings, buffers or JSON 
objects. For structuring purposes, any number of topic 
hierarchy levels can be created using forward slashes. To 
receive the message with another device, the device is 
subscribed to the broker with the topic of the published 
message. [19] [20] MQTT offers basic end-to-end Quality of 
Services (QoS). [21] The QoS level indicates how reliably the 
messages are to be delivered to the subscriber. At the lowest 
setting there is no guarantee that the message will arrive. The 
highest QoS level guarantees the arrival of the message. [18]  

By decoupling all communication participants, the 
simplicity of use and the resource-saving properties, MQTT 
offers the possibility as a communication basis for many new 
modern machine systems and is the standard protocol for the 
iIoT. [22]

Other well-known communication protocols are for 
example OPC-UA - Open Platform Communications-Unified 
Architecture - and DDS - Data Distribution Service. OPC-UA 
is an IEC standard and is a manufacturer-, operating system- 
and programming language independent communication 
protocol. A Service Oriented Architecture (SOA) is used. A 
device makes a request to a service provider, whereupon the 
service provider sends the response back to the requesting 
device. The request & response behaviour is standardized with 
OPC-UA and enables platform independence.[23] DDS is a 
based on publish-subscribe concept that supports deterministic 
resource management and is real-time capable. It is a 
middleware for data-centred communication in highly dynamic 
distributed systems. [24]

iIoT applications can be implemented with Node-RED, a 
graphical development tool based on a modular principle. By 
linking function blocks, applications can be programmed, 
controlled and visualized. The function blocks cover the most 
common technologies. [25]

III. CONCEPT AND CONSTRUCTION OF THE HRC SYSTEM

The concept of the HRC system is used on the hardware 
side as a basis for research of the working area-extension while 
ensuring HRC capability and on the software side for analysing
the modularization of an HRC robot system. Due to the 
modularization of the software, it is possible to easily integrate 
and commission new components such as assistance functions 
to support the operator during processes. The iIoT standard 
MQTT is used for this purpose.

Fig. 4 Components for a (semi-) automated system

An application-oriented robot system can be divided into 
seven blocks (Fig. 4). The HRC robot system developed in this 
paper serves as a research basis for various problems. The basic 
components are a safety concept to make moving components 
HRC safe, a HRC-capable robot, a control concept and an 
operating method. Measurement concept, process tool and 
configuration must be adapted for the problem that has to be 
solved.  

A. Hardware concept
To extend the working area, the collaborating robot is 

mounted on a linear axis. As shown in Fig. 5, a working area is 
created which is extended by the length of the linear axis. The 
ideal robot motion in the operating area can only be achieved if 
the height of the linear axis, end effector and robot kinematics 
are well related to each other. This must be taken into account 
in the design of the system in order to guarantee optimum 
machining of the workpieces and accessibility of the robot.

The safety concept is to be implemented as described 
below. If the robot stops due to the triggering of the safety skin, 
the trigger signal should also be transmitted to the axis and end 
effector and their movements have to stop. Depending on the 
end effector, it must be decided how the stop signal is to be 
processed and how a safe state can be established. The operator 
should be informed about the reason for the stop. The skin-
triggered stop remains until the sensor skin is released again and 
the operator has safely moved away from the switching 
distance. Afterwards the robot, axis and end effector continue 
to execute their program. 

Fig. 5 Expanded working area of the robot on a linear axis
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Fig. 6 Overview of the different safety ISO standards [2]

If a safety function of the system is triggered, e.g. triggering 
of the collision element, error on the axis, end effector or robot, 
the entire system should change into a safe mode. The system 
components are superimposed by the emergency stop of the 
system. [26] Furthermore, it must be ensured that nobody enters 
the close range of the axis, that there is no danger from the 
moving guide carriage and moving parts of the linear axis.
 All relevant safety standards must be observed and applied 
in order to use the system industrially (Fig. 6). The basic safety 
standards "Level a" deal with safety aspects applied to 
machines and describe the risk analysis and functional safety of 
a system. "Level b" standards (safety generic standards) cover 
a safety aspect or a type of protective devices such as the 
creation of a risk graph, or the design of the emergency stop 
functionality. Special safety requirements for specific kind of 
machines are defined in "Level c". [27] This includes DIN EN 
ISO 10218-2 [10] which describes the safety requirements and 
refers to the corresponding standard for calculating the safety 
distances depending on the protective device. For example, for 
separating protective devices on EN ISO 13857 or for non-
contact protective devices on DIN EN ISO 13855. ISO/TS 
15066 defines the requirements for safe collaborating operation. 
This technical specification defines the biomechanical load 
limits for power- and force-limited operation. For speed and 
distance monitoring, the safety distance between moving robot 
and human must not be exceeded.[4]

B. Hardware implementation
The HRC system is based on the individual components 

linear axis and a Bosch APAS robot.
An ITEM linear unit of 4.5 m length with toothed belt drive 

is used. The toothed drive belt is form-fit to the motor driven 
pulley. The toothed belt drive is therefore highly dynamic and 
has a short cycle time. This is driven by a permanent magnet 
excited three-phase synchronous servo motor. [28] The control 
is done by an ITEM controller. This is enabled via the I/O 
interface. The positions, parameters for starting and 
accelerating the linear/lifting unit, are implemented via an 
EtherCAT interface. [29]

The APAS (Automatic Production Assistant) is composed 
of the industrial robot Fanuc LR Mate 200 iD/7L and the 
capacitive sensor skin (switch cabinet, touch panel, sensor skin 
unit). The APAS has a range of 911 mm and a wrist capacity of 
2 kg as well as a total weight of 27 kg.

If the robot is in collaborative operation, the sensor skin is 
active. The minimal safe switching distance from the sensor 
skin is 50 mm. The maximum speed is reduced to 0.5 m/s. The 
end effector is connected via the collision element. This is a 
compensating element which triggers a safety-rated monitored 
stop when force is applied. [30] The safety skin and the control 
unit (SSKU) must not exceed the cable length of 2.5 m due to 
their sensitivity to interference signals. The SSKU is therefore 
mounted next to the robot on the linear axis.  

The reaction time between the detection of the human being 
in the "close range" and the standstill of the machine must be 
determined for the safety consideration. The safety distance is 
the result of:[4]

- the position uncertainty of the robot, the linear axis and 
the operator

- penetration distance (distance at which the worker is 
in the detection zone but has not yet been detected)

- breaking distance of the robot/ axis
- robot/ axis response time (robot speed integrated over 

stopping time)
- position change through operator (estimated 1.6 m/s in 

direction of robot movement if not monitored)
According to the manufacturer, the detection of the 

operator, signal transmission and processing to stop the robot 
should be performed safely 50 mm before collision. Therefore, 
the axis must not have a stopping distance of more than s(t) =
50 mm. At a speed of v1 = 500 mm/s, the boundary conditions 
such as minimum stopping acceleration and stopping time can 
be calculated as follows (Fig. 7): 

Fig. 7 Deceleration ramp path for trapezoidal velocity curve [29]

For the deceleration curve (1):
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with final state sE, initial velocity v1, braking acceleration a1 and
braking time t. [31]
Minimum brake acceleration for reaching standstill after 50mm 
results from (3) with a = 2500
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��  and resulting braking time 

t = 0,2s.
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If the axis cannot reach the braking acceleration or the 
response time is too high, the speed of movement of the axis 
can be reduced, for example.  

B. Control concept
In addition to the software used, the communication 

properties technology, topology, underlying communication 
protocol and information flow are decisive for implementing 
the modularization of a system. Implemented technologies are
EtherCAT and TCP/IP. EtherCAT is used for real-time-critical 
processes. For the remaining wireless processes, the 
participants get connected over TCP/IP. The underlying 
topology is a star-shaped network. This means that the 
messages are converge at the server and are distributed from 
there (Fig. 8). This results in a central flow of information. 
MQTT can be used as the communication protocol for such a 
setup and integration of sensors/actuators. The server represents 
the broker and the message flow. The sensors are publishers. 
The actuators are subscribers. The PLC is both publisher and 
subscriber and currently commands all participants in the 
system. Since the data flow converges at the server, it serves as 
a human-machine-interface for controlling the actuators and 
querying or providing the sensor data.

The HRC-capable robot and the safety controller of the 
robot are controlled by the PLC via EtherCAT. TwinCAT 3 is 
used as the programming environment for the robot. Opcon 
Plus from Bosch is used to generate the interface between the 
robot controller and the PLC. At the same time, Opcon Plus 
provides a self-configurable human-machine-interface (HMI) 
with which the robot can move and teach in point lists.

The modules are integrated into the system via MQTT. As 
the interfaces, Raspberry Pis and Node-RED are used for 
configuration. This makes it possible to integrate devices that 
are not MQTT-capable. Node-RED enables each device to 
work and respond independently, as well as modularization and 
integration of the devices in the system. Actuators have MQTT 
in-/outputs and sensors have only outputs. Node-RED 
dashboard function blocks make it possible to display 
information or interaction via a web-based dashboard. This can 
be used on each device separately or bundled on the server to
the human-machine interface, as long as it is in the same 
network. 

Fig. 8 Control concept for a modular design

IV. USE CASE

An application example is used to test the selected 
implementation steps (Fig. 9). The basic setup consists of the 
previously introduced HRC robot (2), which is fixed to a linear 
axis (3). Thus, the robot work space is extended along the roller 
conveyor. When the sensor skin is triggered, this is indicated in 
yellow by the status lamp (6). Error messages from the robot 
are indicated red of the status light. The end effector is a self-
designed cordless screwdriver (4), which is controlled by a 
Raspberry Pi. A kind of "retrofitting" is accomplished. The 
torque can be adjusted on the software side and the torque 
limitation is adjusted mechanically. Two moving heads (1), 
which project the working areas of the robot and human are also 
controlled via a Raspberry Pi, serve as an assistance function to 
increase the operator's confidence and understanding of the 
system. The Raspberry Pis are controlled by the PLC of the 
robot. They are controlled via MQTT protocol. By calibrating 
the moving heads, the spotlights can be moved through 
Cartesian coordinates in space. To address the moving heads, 
an array of the form [x,y,z,n] is entered into the Raspberry Pi, 
where "x, y, z" are the Cartesian coordinates of the workspace 
and "n" stands for moving head one or two. On the Raspberry 
Pi the transformation of the coordinates into bytes takes place. 
Also, cordless screwdrivers and moving heads can be addressed 
via a web-based dashboard (5) that communicates via MQTT 
and was created using Node-RED.

V. SUMMARY AND OUTLOOK

The presented state is the base for continuing research in 
the field of workspace extension of an HRC system without 
losing the HRC capability. Also the modularization of systems 
in the Industry 4.0 and iIoT context were created. Therefore a 
HRC robot was mounted on a linear axis. Through an initial 
conceptual safety consideration and implementation, the linear 
axis, like the robot, stops on contact with humans and resumes 
movement only after the contact has been released and 
acknowledged. With the first implementations, a modular 
control concept was implemented using MQTT. Node-RED 
offers an accessible implementation with possibilities for the 
creation of human-machine-interaction through interfaces.

Fig. 9 Use case for first validation
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For initial tests, a cordless screwdriver and two moving 
heads were installed to display the workspace for the robot and 
humans under the aspect of "retrofitting". The assistance 
functions were controlled via MQTT using two Raspberry Pis 
in Node-RED and allowed feedback from the system to increase 
transparency for the operator. 

During the development of the first motion sequences, it 
was noticed that the selection of the working area is important 
to avoid the self-triggering of the capacitive sensor skin of the 
robot. On the hardware side, it must also be observed that some 
signals, such as those of the capacitive sensor skin, are very 
susceptible to interference and thus cannot be extended at will 
(max. 2.5m), so the SSKU (sensor skin unit) had to be installed 
on the linear axis, for example. This may also be a challenge 
with USB for camera connection. 

Time-critical movements/functions implemented via 
MQTT show limitations in the speed of the data transfer. This 
must be taken into account in the programming and in the 
further consideration of the control concept. In addition, the 
safety concept has been indicated up to now and must be 
applied in the following, for example, for the end effector and 
the close range of the linear axis.

After successful commissioning, the next steps are the 
transfer to real application use cases in the field of HRC
workspace extension, increasing the acceptance/trust of the 
operator for the HRC system, safety study (validation of the 
given data against real data) and control concept study. For the 
implementation, the measurement concept, process tool and 
configuration areas (Fig. 4) are not defined and must be adapted 
to the application use case. In addition, further assistance 
functions such as the control of smart cameras via MQTT shall
be integrated into the control concept. The individual 
participants shall be controlled via a server using a state 
machine. Accordingly, the server would be responsible for the 
complete control and each participating device in the system 
could function as an independent unit.
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Abstract - This paper describes all the work carried out for 
the study of the haptic interface for a collaborative robot. The 
proposed structure connects two parallel mechanisms in series:
first a modified Delta and second a hybrid Agile Eye mechanism.
The global structure is taken to achieve 6 degrees of freedom of 
movement. By doing simulations, the main geometrical 
parameters of the interface were determined. Then, a 3D model 
of the interface was designed in order to implement the interface 
through 3D printing. 

Keywords: Collaborative robot, 6 degrees haptic interface, 
parallel mechanism, control of cable robots. 

I.  INTRODUCTION

For the development of a collaborative cable-driven 
parallel robot, a four cable-driven platform has been designed 
and is manufactured. 

In order to realize the human control over this 
collaborative robot, a haptic interface is necessary. The 
operator moves the handle of the interface to order the 
movement of the robot, this displacement should be measured 
by the sensors embedded in the interface in order to use it as 
the input for the speed control of the robot. 

Research on haptic interfaces began in the 1950s when a 
master-slave system was proposed by Goertz [1]. Since then, 
many haptic interfaces have been developed. Phantom [2] 
developed by Massie and Salisbury is a 3-DOF (degrees of 
freedom) haptic device. 

Fig. 1 The future cable-driven platform

II. CHOICE OF THE STRUCTURE

The design requirements for a mechanism of this targeted 

interface are listed as follows:  

1. 6-DOF movement capacity: the interface must be able

to move in 6 DOF corresponding to the movement of the 

controlled robot. 

2. Compact design: The overall structure of the interface

must be compact to fit the existing system. 

3. Large workspace: if its runs of each DOF are large, it

makes a larger displacement of the sensor axes, which will 

limit the necessary resolution of the sensor. 

To meet requirements 1 and 2, the parallel mechanism 

will be a good candidate. However, requirement 3 will not be 

satisfied by a parallel mechanism only, since the rotation 

space of the parallel mechanism is generally very limited. So 

we solve the problem by applying two parallel mechanisms 

connected in series, separately for the translation movement 

and the rotational movement. 

For the two parallel mechanisms, our idea is to fix the 3-

DOF rotation mechanism on the moving platform of the 3-

DOF translation mechanism to achieve the 6 DOF. Thus, it is 

necessary to take the right structures for these two 

mechanisms. 

A. The structure for the 3-DOF translation mechanism 
 We are inspired by the structure of the Delta robot which 

is able to make the fast translation movement in the 3 DOF. 
 The Delta robot was invented by Clavel [3], it has 

excellent performance: high work speed and accuracy, low 
power consumption. 

As the traditional Delta uses ball joints to connect the 
forearm to the arm at one end and the moving platform at the 
other, its workspace is relatively small. We decide to take a 
modified Delta robot structure proposed by Tsai [4].

Fig. 2 Robot Delta [5] 
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Fig. 3 Kinematic chain of “modified Delta” [4] 

The modified mechanism uses revolute joints to replace 
all the ball joints in the Delta: two revolute joints whose axes 
of rotation are perpendicular to each other to replace one ball 
joint. We call this mechanism a "modified Delta". With this
modification of the mechanism, we have a larger moving 
range for the joints respectively between arm and forearms 
and between forearms and moving platform. 

B. The structure for the 3-DOF rotation mechanism 
 For the mechanism that realizes the 3 rotating DOF, we 

are inspired by the structure called "Agile Eye" [6].
Agile Eye is a 3-RRR spherical parallel mechanism. Due 

to its low inertia in motion and its inherent stiffness, the 
mechanism is able to reach very high angular speed. 

Fig. 4 Agile Eye [7] 

Fig. 5 Kinematic diagram of “hybrid Agile Eye”

However, the Agile Eye has a small workspace in rotation 
around the Z axis (yaw), its mobility is limited by singular 
configurations and internal collisions. Therefore, we decide to 
take a simpler mechanism whose modification is based on the 
Agile Eye. 

This mechanism is composed of 2-DOF Agile Eye and a 
joint operated by rotation of the handle, it provides unlimited 
movements for the yaw rotation. We call it “hybrid Agile Eye”
[8]. 

III. SIMULATION

For determining the geometric parameters of the system 
and its balance position, we have simulated it under Matlab. 

A. The geometric model 
 In order to simulate the system, it is necessary to create 

the geometric model of the mechanism. 
As the 3RRR “hybrid Agile Eye” mechanism makes the 3 

angles of rotation measured directly, we focus on the 
geometric model of the "modified Delta".

 In the figure 6, we consider the configuration to be 
ternary symmetry, formed of 3 identical kinematic chains 
arranged in a period of 120 ° (like Delta in Fig.2).  

P: the point at the center of the moving platform; 
O: the point at the center of the fixed base; 
Ra: distance between the center of the fixed base and the 

rotation axis of the arm La; 
Rb: distance between the center of the moving platform 

and the rotation axis of the forearm Lb; 
La: length of the arm; 
Lb: length of the forearm; 
αi: angle between the i-th arm (i = 1, 2,3) and the plane of 

the fixed base. 
The manipulation of the operator will cause the translation 

of the platform, the three rotary encoders (green in Fig.6) are 
installed on the base to measure the 3 angles αi. With the 
values of these 3 angles, we must get the exact displacement 
of the platform in order to control the robot’s movement. So 
for the geometric model of the mechanism, the inputs are α1, 
α2 and α3, and the outputs to be calculated are the coordinates 
of the point P in the fixed reference frame O. 

Fig. 6 Geometric parameters of “modified Delta”
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Fig. 7 Programs for the geometric model 

In order to create this geometrical model, we have used 
the geometric model of Delta robot for reference. Then we 
adapted it in our case and did the corresponding programming.

B. Determination of the geometric parameters’ values 
 We have to take the good geometric parameters for 

realizing physically the mechanism. The determination of 
these parameters is aimed at achieving a compact structure and 
the suitable workspace of the interface.  

To create the 3D workspace of the system, the vector a = 
[α1 α2 α3] is taken as the input of the geometric model 
function to calculate the Cartesian coordinates of the moving 
point P. By using different values of αi within a certain range, 
all of the corresponding points P can be plotted in the 3D 
space to simulate the workspace of the mechanism.  

At first, the value of r = Ra – Rb and the range of αi are 
kept constant to show the influence of La and Lb to the 
workspace. By plotting different workspace with different La 
and Lb (to avoid the singular points in the workspace, the 
value of Lb/La should be controlled between 1 and 2 [3]), the 
combination La=Lb=60mm is chosen because of the regular 
workspace obtained. 

Fig. 8 Workspace for La=Lb=60mm 

Similarly, with the La=Lb=60mm and the range of αi 
unchanged, the value of r is changed to plot different 
workspace (for the same reason of avoiding singular points, r 
should be kept positive). 

On these 4 figures (Fig. 9) it can be clearly seen that the 
points are gradually concentrated in the lower part when the 
value of r increases. In addition, with the increase of r, a 
"breaking" zone expands in the workspace. Because we want 
the points to be distributed evenly and the workspace to be 
continuous, obviously the situation of r = 0 meets best the 
requirements. 

In the same way, various ranges of αi are tested to get a 
reasonable workspace. To avoid the singular position, the 
maximum of αi cannot exceed 90°. The workspace is plotted 
by using αi from -30 to 90. 

Fig. 9 Workspace in YZ plane with different values of r 

29



Fig. 10 Workspace for different ranges of αi 

It’s observed that the range [-30, 0] (blue in Fig.10)
generates a space which is entirely covered by other ranges, 
which means the points coincide with the others. If the same 
output corresponds to more than one input, the robot control 
will be unrealizable. Therefore, after rejecting the negative 
values, the range [0, 90 °] is chosen for αi.

C. Determination of the balance position 
The balance position is the origin of the platform’s 

movement, the manipulation of the operator always starts at 
this position. With all the parameters of the geometric model 
determined, it is necessary to choose this position for the 
physical system. In the diagram of the workspace, this position 
should be placed where concentrates the most points, allowing 
to have the best sensitivity of the sensors. It means that we 
should detect the smallest displacement as much as possible at 
the beginning of the operator's manipulation for a good 
performance of the control system. 

By observing the scatter plot in the XY plane, it can be 
easily discovered that the points are concentrated in the middle 
of the circle, that is to say the position x = y = 0. Since it is not 
easy to identify at which position Z concentrates the most 
points, we extracted different layers (parallel to the XY plane)
of points in the same scatter plot in order to count by programs 
the number of points in every layer. We have found that the 
layer z  [55, 65] contains the most points, and in this layer, it 
is around z = 60 where the points are most concentrated. So 
the point (0 0 60) is taken as the balance position for the 
“modified Delta” mechanism in the interface.

IV. 3D MODEL
A. The design for “modified Delta”

The 3 same kinematic chains assure the dynamic 
performance of the mechanism. The arm drives directly the 
rotation of the encoder axis to transfer directly the changes of 
the angle αi. The two forearms, rotary axis with the 4 shoulder 
screws form a moving parallelogram which ensures the pure 
translation of the platform. 

Fig. 11 The kinematic chain design for “modified Delta”

Two shoulder screws are bolted on each end of one rotary 
axis; the two forearms are connected to the two shoulder 
screws by revolute joints, their axes of rotation remain 
perpendicular to that of the rotary axes. All revolute joints are 
made by ball bearings for higher precision and less friction. 

The 3 kinematic chains connect the base and the moving 
platform to realize the complete mechanism, 3 springs are 
taken to make the mechanism automatically return to its 
balance position. 

Fig. 12 3D model of “modified Delta”

B. The design for “hybrid Agile Eye”
In the Fig.13, part 1 rotates around the Y axis and drives 

the corresponding encoder. Part 3 is installed in the same way, 
it rotates around the X axis. 

The part 2 and the part 5 are fastened together. By 
revolute joints, part 2 rotates relative to 3 around the Y axis. 
The lower part of 5 is a cylindrical structure that allows 5 to 
slide in the semicircular groove of the part 1. Consequently, 
the part 1 drives 5 to rotate around the X axis, and the part 2 
driven by 3 rotates around the Y axis, so the assembly of 2 and 
5 makes a 2-DOF rotation. 
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Fig. 13 3D model of “hybrid Agile Eye”

The handle is connected to the axis of the encoder who 
measures the rotation around the Z axis. The part 4 fixes this 
encoder on the part 2; therefore the handle is able to realize a 
3-DOF rotation. 

C. 3D model of the interface 

Fig. 14 3D model of the interface

The “hybrid Agile Eye” is fixed on the moving platform 
of the “modified Delta” to make the complete system of the 
interface. 

V. CONCLUSIONS

We have presented the study of a haptic interface for the 
collaborative cable-driven robot. This study is mainly on the 3 
following aspects: 

1. The choice of the structure for the interface: connect
"hybrid Agile Eye" to the "modified Delta" to constitute the 
interface for a 6-DOF motion. 

2. Simulation of the mechanism “modified Delta”: we
have determined the geometrical parameters of the mechanism 
to meet the performance requirements. 

3. The design of the interface: the 3D model of the
interface is made and this model is ready for 3D printing to 
test its functionality. 

Future research will be directed to test and improve the 
interface by connecting it to the control system of the robot. 
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Abstract—In semi-automated industrial applications, interac-
tion between humans and robots is essential. Such interactions re-
quire some level of mutual awareness and coordination. Precisely,
while interacting with humans, robots need to be aware of their
state and possible future actions in order to collaborate with them
and help achieve their goal more efficiently. The focus of this work
is the problem of planning for Human-Robot collaboration. First,
the robot actions and their dependency on the human’s activity
are modeled as a Markov Decision Process (MDP). Second, the
instances of the model are solved using an off-the-shelf planner.
Through analysis of the solutions to the model, results highlight
the influence of experimental parameters such as the size of the
task and the horizon on the efficiency of the solver. Finally, the
deployment of the MDP on a use-case assembly process scenario
inspired from an aerospace manufacturing industry is discussed.

Index Terms—Human-Robot collaboration, AI planning,
Markov Decision Processes

I. INTRODUCTION

Large scale industries are constantly seeking new tech-
nologies to increase overall efficiency in the production line.
To that end, attempts are continuously being made to auto-
mate production processes. One such an attempt is introduc-
ing robots to automate repetitive and non-ergonomic tasks.
However, introducing fully automated solutions can, in some
cases, be inefficient compared to manual or semi-automated
solutions. In such cases, one can use hybrid solutions involving
both humans and robots. For instance, one can use Human-
Robot Collaboration (HRC) based solutions. HRC solutions
embody challenges present in division of responsibilities,
action disambiguation etc [1].

Identifying the intended action by the human is important
for the robot to disambiguate what the former is trying to
achieve, hence to flexibly support him. However this dis-
ambiguation step can be significantly simplified in scenarios
where the worker workflow is known to the robot, for instance,
the ordering of steps in the workflow, the probabilities of
transitioning from one activity to the other, etc.

In the context of establishing a human aware collaboration,
the robot task can be viewed as “a Artificial Intelligence
planning task”; it is the task of selecting a goal-leading course
of actions based on observations and a model of the world and

This research was supported by ZeMA - Zentrum f r Mechatronik
und Automatisierungstechnik gemeinn tzige GmbH through the Robotix
Academy project.

action behaviour [2], [3]. In the aforementioned scenarios’
category the robot has to transition across states through
submitting actions until reaching the common goal. A state is
affected by multiple factors namely the observations about the
human worker and model of the human’s workflow, the model
of the environment, as well as the model of its own actions.
In other terms, based on the human work-flow as well as any
environmental factor that affect the decision making process,
the robot can infer which actions to pursue in order to achieve
the shared task.

Such dynamic can be modeled with different planning
frameworks (deterministic planning, stochastic planning etc.).
The challenge is to find trade-offs between accurately mod-
eling the problem and the planning complexity [4]. Planning,
as presented in [2], [4], assumes certainty about the initial
state and the actions’ effects. This assumption is relaxed for
probabilistic planning frameworks, such as Markov Decision
Processes (MDP) planning, where transitions are probabilistic.
According to [5], one can use MDPs for simulating a rational
human’s acting towards a certain intention. The result of
solving these models would be integrated in the robot’s model
and used as a reference for the observations gathered by the
robot. Similarly, the work-flow of both agents can be modeled
by means of MDP [6].

As an initial case study, we consider the riveting process
in the aircraft assembly for a use-case scenario as it is one
important use case among many others. Due to its complexity,
this process can be semi-automatized in a way where the
human can perform the hammering while a robot counter-
holds from the opposite side. This scenario is modeled as
an MDP, since MDPs represent a good compromise between
accuracy and complexity. On one hand, MDPs allow to model
stochastic workflows. on the other hand, they allow assuming
that the human workflow state is known so that no reasoning
about sensing and its implications is required. Note that the
methods we use are generic, thus potentially reusable for more
complex scenarios.

This work is divided into five main parts. First we introduce
a use-case scenario from the aircraft industry. Second we
give an overview about the MDP planning background. In
the third part we present the modeling of the use-case process
first as an MDP followed by results of the efficiency tests
performed using an off-the-shelf solver. Finally, we discuss
the deployment of the model to a real demonstration.

33



II. USE-CASE SCENARIO: RIVETING PROCESS IN
AIRCRAFT ASSEMBLY

The use-case scenario implemented in this work is the rivet-
ing process used for aircraft assembly. The body of an aircraft
consists of different segments, which are adjusted with respect
to each other employing handling systems and joined manually
with rivets. Riveting requires two workers; one for counter
holding and one for hammering. For ergonomical purposes
and to improve production conditions and thus efficiency, we
aim at contributing to the automatization of this process.

Previous work on this project, described in [7], replaced one
of the workers with a robot to perform the counter-holder role
during the riveting process. However, the remaining worker
has to send orders to the robot of the actions to be performed
through an interactive device. A more optimal solution would
be like follows; the robot observes the worker, infers the
current activity and plans actions to help reach the common
goal.

We call human workflow the set of activities the worker can
perform and the possible transitions between them. We restrict
the human possible activities to three: {waiting, riveting,
having a break}. Note that transitions are non-deterministic.

Once the robot has inferred the activity of the worker, it
can decide on what actions to perform avoiding making the
worker wait. The process is divided into three main parts.
First the riveting points have to be scanned to determine
their absolute positions with respect to the robot’s coordinate
system. Second, the riveting itself is performed i.e. the robot
navigates between point and counter-holds while the human
is hammering. Finally, points are inspected to verify their
compliance with quality standards.

In the frame of this work, we assume that the scanning step
has been accomplished, we focus on riveting and inspecting.

III. BACKGROUND: MDP PLANNING

We consider the formulation of [8] for a Markov Decision
Process (MDP), it is represented as a tuple P = 〈S,A, T,R〉
where:

· S stands for a set of state variables
· A represents a set of the agent’s actions, in analogy with

classical planning, one can extend this MDP formulation
by adding effects (eff(a)) and preconditions (pre(a))
to actions

· T is a function of the transition probabilities Pa(s
′|s) for

a ∈ A, s′, s ∈ S , if one is in state s and performs and
action a, one gets to a state s′ with probability Pa(s

′|s),
· R is a reward function for executing an action a in state
s

We define an MDP policy π as a function π : S → A
that maps actions to MDP states, a the policy that maximizes
the long-term expected reward is an optimal policy π∗. A
reward can be discounted by means of a discount factor γ
in [0, 1]. The role of the discount factor is to make earlier
rewards advantageous. For instance, a reward n steps away is
discounted by γn.

An MDP Horizon H is the number of actions the system
will take during its life time [5]. It gives a foresight in several
time steps in the future. Thus one can get a horizon-optimal
policy i.e a policy that, for every initial state s0, results in
the maximal expected reward from times 0 to the size of the
horizon. Note that MDPs assume the Markov Property [9],
more explicitly, the effects of an action a taken in a state
st do not depend on the prior history, they only depend on
that state (s). In addition, in a markov decision process the
dynamics of the environment are fully observable. In other
terms, the state s′ resulting from executing a is fully known
by the system.

One can evaluate a policy thanks to the value function V .
This function calculates the long-term expected reward of a
policy π, it can be computed using the Bellman equation:

V π
t (s) = R(s, πt(s)) +

∑
s′∈S

T (s, πt(s), s
′) · γ · V π

t−1(s
′) (1)

Thus one can compute the optimal policy π∗ like follows:

π∗ = argmax
a∈A

[
R(s, π(s)) +

∑
s′∈S

T (s, πt(s), s
′) · γ · V ∗(s′)

]
(2)

and:

V ∗(s) = max
a∈A

[
R(s, πt(s)) +

∑
s′∈S

T (s, πt(s), s
′) · γ · V ∗(s′)

]
(3)

Algorithms for solving MDPs: There are several ways
to optimally solve MDPs namely Value-iteration and Policy-
iteration algorithms. In value-iteration algorithms, one keeps
improving the value function at each iteration until the value-
function converges. Whereas in Policy-iteration algorithms
one re-defines the policy at each step and computes the
value according to the new policy until it converges. Another
algorithm for planning under uncertainty is the UCT algorithm
[10]. UCT is one of the representatives of Monte-Carlo Tree
Search algorithms on which the planner PROST is based. Ac-
cording to [11], PROST implements techniques on top of the
UCT skeleton to show its applicability to domain independent
probabilistic planning and to adapt it to the stochastic planning
context. One such a context is creating strongly connected
search space. Moreover, unlike UCT, PROST detects reward
locks which makes it more efficient in domains presenting such
locks. Furthermore, PROST performs a Q-value initialization
step which prevents initial random walks in the search space.
The input language used by PROST is the Relational Dynamic
Influence Diagram Language (RDDL) [12]. Conventionally,
actions in MDPs do not explicitly have preconditions and
effects. However, planning domain languages like PPDDL and
RDDL specify these actions in a factored manner analogous
to classical planning. Thus actions can have preconditions and
effects. Winner of the IPPC 2011 and IPPC 2014 competitions,
PROST is mainly efficient for MDP planning. To this end, we
will use RDDL for the implementation of the MDP model of
our use-case task and PROST for running the experiments.
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IV. THE PROPOSED MODEL FOR THE RIVETING PROCESS

In this section, the MDP model of the aforementioned rivet-
ing process is presented. The human’s work-flow is embedded
in the robot’s model. More precisely, the activity of the human
is represented as a state variable that evolves in a probabilistic
fashion. The state space is composed of the robot’s state
variables SR, the human’s state variables SR and the state
variables relative to the riveting points Srp :

S = SR × SH × Srp

The robot variables contain the robot position, which is a
number between one and the total number of riveting points,
and weather it has stopped i.e the task has been finished.
Moreover, the rivets variables contain the state of the riveting
point: scanned, riveted or inspected. Also if a point has been
inspected or riveted in the last time step. The human variables
contain the human position and current activity: waiting,
riveting or having-a-break.

Analogically to classical planning, in this model actions
have preconditions and effects. The possible actions are move
next or previous, counter-hold, inspect and stop. Those actions
are parametrized by the considered riveting point. Precondi-
tions restrict the applicability of the actions, they can depend
on the human state variables. For instance, counter-holding is
only possible if the human is waiting in the same position as
the robot, this point should be scanned and not previously
riveted, also the robot should not be “stopped”. Once this
action succeeds the state of the point switches from scanned
to riveted with a certain probability.

The transition function Pa(s
′|s) represents the uncertainty

of the output of the action performed by the robot, as well as
the uncertainty entailed by the change of the activity of the
human.

Pra(s
′|s) = Pr(st+1 = s′|st = s, at = a) (4)

In what follows, we divide a state s into its three different
components sh, sR and srp for respectively states variables
relatives to the human, the robot and the riveting points. The
transitions relative to the position of the robot are not proba-
bilistic as they depend only on the success of the move actions
which are chosen to be deterministic. They are independent of
the human and the rivets’ states. Note that this does not apply
for cases where a move-next is performed at the last point or
if a move-previous is performed at the first point.

The transitions of the state variable relative to the riveting
points are probabilistic. Their transition probabilities depend
on the success probabilities of either the counter-hold action
and the transition probabilities of the human state or on the
success probability of the inspect action.

Analogically the states relative to the human activity evolve
in a probabilistic scheme. The model of the human work-
flow can be seen as a sub-model of the MDP of the robot
where transitions are also probabilistic. Given that the human
is more likely to transition from “watiting” to “riveting” and
vice-versa, it is less likely that he takes a break very often

and thus the probability of “having a break” is lower. Note
that transitioning from a “having a break” to “riveting” is
not possible. In other terms, being in break the human can
only go to a waiting state. The model of the human, although
independent of the robot actions, influences the evolution of
the rest of the state variables as well as the applicability of
some actions e.g counter-hold.

The reward function is defined in a way that boosts the
human workers comfort and penalizes encumbering her plan
execution. As described in the following function a positive
reward is assigned each time a new point, that has not been
riveted previously, is riveted or a point, that has not been
inspected, is inspected. A negative reward is however assigned
if the robot keeps the human worker waiting or if none of the
aforementioned conditions are satisfied.

V. EXPERIMENTS AND PRELIMINARY RESULTS

The MDP model is implemented using RDDL. The flex-
ibility of the language and the broad range of modeling
possibilities it offers allows capture the real world setting
of the riveting task. However, this flexibility is constrained
by the solver that is used to run models encoded in RDDL
i.e. PROST. As the latter does not support all possibilities
offered by RDDL in terms of modeling, hence, assumptions
and simplifications need to be made while modeling the task.

One such a simplification is downgrading the models from
their factored form to a ground for in which each factorized
variable with a parameter x is transformed to set a variable
for which each variable is an instantiation of x.

The results, calculated considering an action time limit of
0.5 s and a total time limit of 60 min, and showed in Fig.1,
indicate that, PROST can time out during its heavy parsing
phase. To that end, the parsing method has been modified.
This has resulted in a significant improvement in performance
as shown in the figure.
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Fig. 1. Comparison of the parsing time between the internal parser of PROST
and an external parser given a horizon size H equal to the size of the MDP
model N .

The blue curve, representing the parsing time of PROST’s
conventional parser, shows a variation in the time needed for
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Fig. 2. Change in the average reward for different MDP model sizes N in
accordance to change in the horizon size H

parsing with respect to the size of the task i.e. the number of
rivets. The whole experiment frequently times out during the
parsing namely for tasks with sizes between 40 and 60, and
above 120.

As the reward functions is parameter that drives the MDP
model, we evaluate the performance of the use-case models
solved by PROST in terms of average rewards. In Fig.2, we
show the reward values for different horizon sizes with respect
to the number of rivets. The rewards have negative values as
each action that does not result in a new riveted or inspected
point is penalized. In this analysis, it was shown that the solver
can solve models with sizes up to 300 riveting points within
the time limits imposed. Furthermore, the larger the horizon
is, the lower the reward values are for a fixed number of
rivets. This is due to the accumulated uncertainty. Note that,
having a lower reward for a larger horizon does not presume
that a restricted horizon is better. The horizon is not only the
foresight but also the number or actions to be performed. More
precisely, for a 5 rivets task, if H = N then the process would
stop after submitting 5 actions, whereas with H = 3 ∗ N
the process would stop after 15 actions. As a result, reward
values are lower for larger horizons for there is room for
submitting more actions, accumulating more uncertainties and
getting more penalized.

VI. DEPLOYMENT TO THE USE-CASE

The aforementioned model is deployed to a demonstrator
of the use-case scenario. The demonstrator consists of the a
Universal Robot 10, a lifting unit enabling the transportation
of the robot and the sections to be riveted. The section of the
demonstrator contains thousands of rivets, thus having a model
with hundreds of rivets it’s practical for that it helps limit the
number of runs launches.

Using a Markov decision process in a real application
requires assuming that sensors use for observations are noise
free. For the riveting process scenario sensors are used to
update the state variables as actions are being executed.
Theoretically each state variable should have a way to be
validated through the feedback of the sensors. As discussed

previously, there are variables relative to the robot, to the
human and to the riveting points. In order to observe those
variables three external sensors are used in addition to the
robot’s internal sensors. Detecting the position of the robot
is performed by means of the robot’s internal encoder. The
external sensors are a safety mat for detecting the presence of
the human in the workplace, a force-torque sensor to detect
if the human is waiting or riveting and also if the rivet has
been successfully riveted and a laser scanner to validate the
inspection.

Furthermore, bringing the models to practical use requires
replacing the RDDLSim server with the server of the real
demonstrator. The latter handles the sensor data as well as
the deployment of the actions by the robot.

For the tests run on the robot, it is possible to use an input
model describing a task with a maximum size of 240 riveting
points. At first, PROST is called once, its input is the initial
state of the demonstrator and a horizon size of 3 × N for
a model of N points. Once an action is submitted, it is sent
to the server. An internal clock of the server waits for six
seconds which is the time needed for the longest action to be
performed. After this period the server reads the new state s′

and sends it to the solver. The stopping criterion is the end
of the task which is reached once the state variable R-stopped
becomes true. However, as the horizon values considered for
testing are relatively small, it is unlikely to finish the task
within the horizon.

VII. DISCUSSION

In the simulated context, it was shown that a large horizon
allows a higher number of actions to be submitted. However,
with large horizons, the short term reward is not as maximized
as it can be with a restricted horizon. In other words, the
size of the horizon influences the decision making in terms of
prioritizing actions that give a higher accumulated reward over
several decisions instead of maximizing short term rewards.
It is important to mention that a different level of flexibility
is gained using planning tools in comparison to rule-based or
fixed controllers namely the possibility of looking several steps
ahead to gather information useful for making the decision.

In the real context, several test have been performed from
which one can only detect salient problems, therefore no actual
evaluation has been made so far. A further investigation is
considered for future work. Nevertheless, some preliminary
conclusions and remarks can be done.

On one hand, through the deployment of the model to
the real scenario, multiple flows in translating the behavior
established in the simulated environment has been detected.
For instance, assuming that sensors are noise free has resulted
in problems in detecting the current activity of the human
(waiting vs. riveting). More precisely, testing the sensor off
load shows already a significant variation in the force values
returned although no force is applied. This makes it challeng-
ing to opt for a specific threshold.
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Moreover, using the external parser alleviated the pre-
computational but limits the horizon size which makes it
almost not possible to finish the whole process.

On the other hand, In comparison with the semi-automated
version of the process where the human needs to use an
interactive device and guide the robot, our version is flexible.
More precisely, one can adapt the time of the counter-holding
based on the pace of the worker (beginner or expert).

VIII. CONCLUSION

This work tackles Human-Robot Collaboration from an
MDP planning perspective for a simple industrial scenario.
This application represents a step towards deploying non-
deterministic planning tools in real life settings. In our case the
human model is known to the robot which facilitates deciding
on what actions to perform. Whereas if the human has a wider
range of activities that are not necessarily explicitly cited in the
robot’s MDP, the decision making would be more challenging.

In future work, we intend to expand our results to account
for more industrial like settings i.e. more uncertainty about the
human activity and environmental state.
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Abstract - This work comes from the development process of a
robotic grinding system using a pneumatic actuator, which aims to 
reduce or eliminate instability during the processing. This paper
focuses on the identification of friction model for the pneumatic 
actuator. After depicting the experimental setup and the test 
method, the friction-velocity maps are obtained through 
experiments, the model parameters were identified by nonlinear
least-squares (NLS) method. A simplified friction model is 
proposed based on identified parameters. The friction model of the 
pneumatic actuator is crucial for control precision and grinding 
force model identification.

Keywords: Robotic grinding, Pneumatic actuator, Friction 
model, Parameter identification 

I. INTRODUCTION

The emergence of robotic grinding has significantly saved
time in production and reduced the overall cost as well as the
health and safety risks associated with the metal dust The robot 

characteristics like versatility, flexible workspace and high 
productivity meet the demand of Industry 4.0. Active force
control is indispensable for the material removal process
because grinding tasks involve force interactions with the
environment. The robot with position control has the risk of
generating excessive force due to the positioning error, which 
can damage the workpiece and the tool. The pneumatic actuator 
is one of the methods to realize the active force control, which 
is independent of the robot's position controller.

Recent work has shown an idea that a robotic grinding 
system using a pneumatic actuator which aims to improve the 
robot processing quality. The previous work [1] has determined 
the system configuration, and also proposed a grinding force 
model as well as a process program including the path planning 
method. However, the dynamics of the cylinder that determines 
the grinding force remains to study. A pneumatic actuator 
shows nonlinear behaviors due to the compressibility of air and 
complex friction force characteristics. Therefore, the study of 
the friction is necessary to obtain precise control and to 
calculate the grinding force.

This paper presents a study of friction behavior of the 
pneumatic actuator, which is carried out through experimental 
tests. We have firstly depicted the experimental system and the 
friction test method. Then we have plotted the steady state 
friction-velocity maps from the experimental data and analyzed 
the friction behavior by comparing with the friction model. We 
finally identified the parameters in the model by nonlinear least-
squares (NLS) method.

II. EXPERIMENTAL SETUP

As depicted in Fig. 1, an electro-pneumatic system is set up
for the experimental test. The setup is composed of two circuit: 
a pneumatic circuit for control of the end-effector, and an
electrical circuit for the acquisition by sensors.

Fig. 1 Schematic diagram of the electro-pneumatic system
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The electro-pneumatic system consists of the following 
elements:

� A gas pipe as the pneumatic power source, the regulator 
adjusts the supply pressure, which is measured by a 
manometer placed before the gas flowing to the electric 
valve.

� Pneumatic double-acting rod cylinder with a position 
encoder

� Two proportional solenoid valves for flow control with 
pressure sensor integrated for measuring pressures in two 
cylinder chambers

� A force sensor measured in the X-Y plane
� Two A/D converters for sensor signal conversion 
� An acquisition card
� A laptop for programming, control and data saving

A. End-effector
An end-effector (see Fig. 2), is mounted on the robot flange

plate through a support. The support integrates several elements
of the electro-pneumatic system, including a pneumatic 
actuator. The piston rod cannot absorb any torque, so an 

external guide unit is used with the cylinder. A force sensor 
acting on the XY plane is embedded in a box mounted at the 
end of the cylinder. An angle grinder "BOSCH GWS 22-230
H" is attached to the box through a mechanical connector. The
actuator allows the angle grinder to move along the Z axis. 

Fig. 2 End-effector for robotic grinding

 B. Sensors 
The system contains 3 types of sensor: pressure sensor, 

position encoder and force sensor. All sensor references as well 
as the acquisition elements used are shown in Table 2.

TABLE I ELECTRO-PNEUMATIC EXPERIMENTAL SETUP COMPONENTS

Component Model Manufacturer 
Electrical valve 

(pressure sensor) 

VPPM-8L-L-1-G14-0L10H-

V1P-S1 
FESTO 

Force sensor Load Cells 615 Tedea-Huntleigh 

Converter DADE-MVC FESTO 

Strain gauge 

converter 
Z-PC-LINE Z-SG SENECA 

Actuator 

(Position encoder) 
DNCI-40-200-P-A-FENG-MU FESTO 

C. Acquisition
All digital measurement signals are converted to analog 

signals by converter. Then the analog signals are transmitted to 

the acquisition card, the analog voltage value is between 0-
10 , which is proportional to the actual value of the physical 
quantities. Bidirectional communication between the 
acquisition card and the computer is performed by C++
program compiler. The solenoid valves are controlled by
computer, but the signal must pass the acquisition card. The 
recorded measurement data is the sampled discrete signal.

Ⅲ. MODELING OF THE FRICTION

A suitable friction model can effectively predict the friction 
behavior and calculate the output force of the cylinder. There 
are two types of friction model: the static friction model and the 
dynamic friction model. The static friction model describes 
friction versus velocity, the shape is relatively simple, but it 
does not describe dynamic friction effects, while the dynamic 
friction model describes friction versus velocity and 
displacement, which is more complex. But this type of model 
describes more realistically various friction effects.

A. Stribeck friction model
The Stribeck friction model (Fig. 3) is widely used in the 

position control system. It is a static model expressed by [2]:

 
(1) 

where the static dry friction ; the Coulomb friction; the
velocity of the piston ; Stribeck separation speed ; a
constant, value between 0.5 ~ 2. 

Fig. 3 Stribeck friction model

B. LuGre friction model
The LuGre model (see Fig. 4 (a)) [3]takes into account the 

hysteresis, which avoids the abrupt change of friction across the 
zone of zero velocity. It is a relatively complete model with 
good accuracy. The LuGre model considers the contact surface 
as an elastic bristle with random behavior at the microscopic 
level (see Fig. 4 (b)), the friction is generated by the deflection 
of the bristle and it is described by the following equation
[4][5]:

(2) 
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where rigidity of bristle ; the damping coefficient of  the

bristle ; the viscous coefficient ; the average bristle

deflection ; the relative sliding velocity ; describes the 

Stribeck effect ; the steady state friction.

Fig. 4 (a) LuGre friction model [6] (b) Bristle model 

There are 6 parameters in total in the model. The 
identification of the static parameters is carried out
by measuring the relation between the friction and the velocity.
The identification of the dynamic parameters is complex
because of the introduction of an immeasurable quantity .

C. Summary of the friction model
In general, the dynamic friction model has better 

continuous characteristics and better description of the 
nonlinear behavior of the friction, but its parameters are more 
difficult to identify. In practical engineering applications, the 
static model is widely used, but the dynamic model meets high 
precision requirements. The LuGre model is a relatively 
complete dynamic model, its stable form consist of Stribeck
model, and its static parameters can be measured by steady-
state tests.

IV. FRICTION MEASUREMENT AND IDENTIFICATION

Based on the friction model, the next step is to measure the 
friction through experimental tests and get the friction-velocity 
map. In order to identify parameters of the model, NLS method 
is used.

A. Test method
As depicted in Fig. 5, in the case that the cylinder is placed 

horizontally, applying Newton's second law, we get the 
following equation:

(3) 

Therefore the instantaneous dynamic friction of the 
cylinder can be obtained by measuring the pressure of the two 
chambers of the cylinder, the velocity and the acceleration of 
the movement. The mobile mass with grinder needs to measure. 

Fig. 5 Schematic diagram of cylinder 

The test bench can be divided into passive drive and active 
drive according to its implementation principle. The active 
traction is chosen because it allows to measure the friction force 
directly with the existing system and the operation of the 
cylinder is closer to the actual conditions, but it is difficult to 
provide a stable velocity by driving directly with the gas. In 
addition, it is impossible to exclude the influence of the pressure 
of the two chambers on the friction.

B. Mass measurement
An electronic balance is used to measure the weight of the 

piston-rod with the grinder as well as the mounted accessories. 
Manipulate the attitude of the robot to make the actuator in the 
vertical direction, no pressure is provided in the chamber, so the 
mobile part is subject to gravity. The cylinder descends and then 
climbs vertically with a constant speed thanks to the linear 
movement of the robot (see Fig. 6). Record the data of the 
display when the end of the actuator is just touching, and when 
it is just leaving the electronic balance. The measurements were 

performed at three different speeds, the mass is determined by 
calculating its average value (see Table II). The moving mass 
including piston-rod and grinder is 15.6 kg.

Table II Mass measurement

velocity 
[mm/s] weight [kg] average 

[kg] 
20 17.3 13.8 15.55 

2 17.51 13.6 17.58 13.55 17.6 13.6 15.57 

6.3 17.4 13.8 17.4 13.9 17.5 13.8 15.63 

15.6 

Fig. 6 Mass measurement 
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C. Friction force measurement
To plot the friction-speed maps, we did a series of cyclic 

stroke tests: the cylinder starts at a position around a half stroke, 
the cylinder repeatedly extended and retracted to cycle around 
the starting position [6]. Velocity and acceleration are 
respectively the first derivatives and the second derivative of 
the piston displacement. Since the acquired displacement data
is discrete, the derivatives can only be approximated by the 
finite difference method.

The results presented in Fig. 7 correspond to a particular 
case: for four cycles around the starting point and without 
contact with the stops on two-sides. From the diagram we can 
observe the following phenomenon:

(1) The static dry friction and the Stribeck effect exists just 
at the starting moment (1-2) according to the first cycle result 
on the bottom of the figure, then the friction varies nonlinearly 
with the velocity. The cycle path is 3-4-5-6-7-8-9-3.

(2) There is a hysteresis for the velocity interval [-0.2, 0.2], 
which means that the Stribeck effect only occurs when the 
velocity increases. Stable friction can be modeled just by taking 
into account viscous friction and Coulomb friction.

(3) It is possible to modeling the steady state friction by a 
piecewise linear function as shown by the yellow curve.

(4) The dry friction is defined in a very low speed zone [-
0.02, 0.02].

(5) The other operating cycles with different starting 
positions show the same behavior.

Fig. 7 Friction-velocity map

D. Friction force identification
From (1), the friction force of path 2-3 can be expressed by 

the following equation:

 (4) 

Therefore, friction force is a linear function of velocity. There 
are four parameters to identify, we can solve this problem by 
NLS method. The objective function is:

(5) 

where the measured value of the discrete point ; the
theoretical value calculated by (4). Matlab 'curve fitting 
toolbox' is a handy tool for NLS. Fig. 8 shows the curve fitting
results and residual differences.

Fig. 8 Model parameters identification 

From these parameters, a simplified friction model for steady 
state is proposed:

 (6) 

Fig. 9 shows the simulation results of this model.

Fig. 9 Simulation of proposed friction model
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Ⅴ. CONCLUSION

In this work, we have proposed a simplified friction model 
for steady state, which bases on the measurement and NLS
identification results. This friction model help us predict the 
dynamic behavior of the pneumatic actuator. In future work, we 
will measure the grinding forces and validate the force model 
that we have proposed. This friction model can be used to 
calculate the normal grinding force provided by the pneumatic 
actuator.
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Abstract— Recycling is a promising way to prevent the use of
raw material and reduce energy consumption, air pollution and
waste. However, the process of recycling has to be economically
efficient in order to be adopted by industrial manufacturers.
One way to achieve this goal is to improve the recycling rate.
We propose a novel method to design a machine learning-
based controller to improve the efficiency of a recycling line by
throwing waste into buckets instead of picking and dropping
them. Our proof-of-concept is demonstrated on stones, because
of their simple and uniform shapes. The method enables an
ABB IRB 340 robot to throw objects to buckets with an
empirical success rate of 99%.

I. INTRODUCTION

Automation and robotics are popular methods to improve
the efficiency of production lines. Industrial robots perform
quickly and with high accuracy simple tasks to manufac-
ture objects. However, they suffer from several drawbacks.
First, they are very task-specific and evolve in a controlled
and structured environment. If the environment or the task
slightly changes, they need to be reprogrammed. This mean
they cannot deal with uncertainty. This lack of flexibility can
be quite expensive for industrial manufacturers. Second, they
cannot achieve complex tasks due to the implementation of
explicit instructions in their programs. This can be problem-
atic for future developments of industrial processes.

Machine learning techniques, especially reinforcement
learning [1], are becoming more and more popular in the
domain of artificial intelligence and robotics. They can
achieve super-human performances on certain tasks, such as
video games [2]. With these techniques, robots can interact
with an unstructured environment and progressively learn
how to act in a given situation. They are not preprogrammed
anymore, but their programs evolve over time to perform
better and better.

Recycling lines need to deal with the problem of sorting.
The recycling line used in this study is as follows. Waste
comes from a vibrating platform and is distributed over
a conveyor. Waste passes through a set of sensors, a 1D
camera, a hyperspectral camera, X-ray sensor and a LIBS,
in order to determine the nature of the matter (aluminum,
copper, zinc, lead, etc.) and the precise composition of alloys
[3]. Moreover, the position on the conveyor and the mass are
also determined. Waste is then sorted in different buckets in
order to be recycled, which is the main goal of the line.
Because of the large variety of waste, robots are employed
to sort them. The current sorting method is a pick-and-drop

operation. That is often inefficient when dealing with a high
speed conveyor (>1m/s).

Contribution Our main contribution is the design of
a robotic controller guided by a neural network classifier
for throwing waste into buckets in order to save time and
improve the recycling rate.

II. METHOD

A. Problem statement

The problem of throwing object into buckets is formalised
as the problem of finding the action a∗ in state s which
maximizes the probability of success of the throw. It is
equivalent to minimizing the probability of failure, P (r =
0|s, a), where

r =

{
1 if the throw succeeds,
0 otherwise.

The problem is an optimization problem defined as follows,

a∗ = min
a

P (r = 0|s, a). (1)

We define the action space A = {(t, y, z) ∈ R
3}, where the

three action variables {t, y, z} correspond to the time t to
wait before opening the gripper, the horizontal displacement
y and the vertical displacement z (Fig. 1).

These variables are bounded as t ∈ [60, 110], y ∈
[0.04, 0.1], z ∈ [0.04, 0.09], where t is in [ms] and y, z are
in [m]. We also define the state space S = {s ∈ R|s =
[−0.2, 0.2]}, where s is the distance of an object from the
center of the conveyor, in [m].

The probability P (r|s, a) is unknown but can be approx-
imated from observed data using machine learning. The
resulting approximation P̂ (r|s, a) leads to an approximate
solution of the action a∗. The final problem is thus

â∗ = min
a

P̂ (r = 0|s, a). (2)

This problem requires only a one-step prediction which
simplifies strongly the computation time and the complexity.
The optimization method uses the L-BFGS algorithm [4] to
converge quickly to a solution. The optimization procedure
is repeated 20 times by starting from different points in order
to avoid getting stuck into a local minimum.

We measure the score of our approach by the empirical
success rate (ESR), which is the number of successful throws
over the total number of throws.
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Fig. 1: The ABB robot with it pneumatic gripper on the
recycling line. The buckets are located on the sides of the
conveyor.

B. Model

The model used to approximate P (r|s, a) is a neural net-
work. Because r is a binary variable, this is a regular binary
classification problem. The inputs of our neural network are
the state and the actions, (s, a) and its output is r. We train
a neural network to fit at best the relation r = f(s, a) to
compute P̂ (r = 0|s, a). The hyper-parameters of the model,
i.e, the number of hidden layers and the number of neurons
by layers, are chosen by cross-validation [5] with the ROC-
AUC metric [6] (see Table. I). The final choice is a neural
network with two hidden layers with respectively seventy
and eighty neurons.

Table I: ROC-AUC obtained by cross-validation (cv=5) with
different hyper-parameters.

Number of neurons Mean score Std score
10 0.892 0.14
30 0.905 0.12
50 0.904 0.124
70 0.907 0.118

100 0.903 0.12
10, 10 0.891 0.13
40, 30 0.9 0.097
70, 80 0.91 0.081

The choice of a neural network is also motivated by
the time constraint. In fact, our small neural network is
approximately an order of magnitude less time-consuming
to compute the probability in contrast to ensemble trees
methods, such as Extremely randomized trees [7].

The neural network was implemented with the open source
library Scikit-Learn [8], as a MLPClassifier with Adam
optimizer [9].

C. Training procedure

The training procedure is the key to quickly succeed in
the task of throwing objects into buckets. The procedure

needs to converge to the best action and yet to explore
enough situations to generalize well. This is known as the
exploration/exploitation dilemma. For practical reasons and
its simplicity, the ε-greedy method [1] is chosen to solve this
dilemma. This method consists in taking the best action with
a probability 1 − ε and a random action with a probability
ε. The training procedure is defined as follow:

1) At step i, 50 samples are generated by the ε-greedy
method and constitute the dataset Di.

2) 50 more samples are generated without the ε-greedy
method to compute the ESR.

3) The neural network is trained by using the dataset Di.
4) Repeat 1-3 N times.
This process will be repeated ten times and random actions

are taken to initialize the training process.

III. EXPERIMENTS

A. Simulation

The use of a simulator is a common practice in the
reinforcement learning community [10, 11] because of its
advantages: data are freely and quickly available, no expen-
sive damages occur on real hardware. However, a simulator
is a simplified version of the real world. A policy learnt in
a simulator can fail in the real world.

Our simulator is based on several assumptions:
1) The simulator implements the equations of projectile

motion with no air friction.
2) The gripper opening time is bounded between the two

experimental values 80[ms] and 90[ms].
3) Velocity and acceleration are constrained due to the

hardware constraints.
The simulator has two purposes. First, one can verify if

the task can be achieved or not. Second, it gives an idea of
how much data is needed to learn the task. It can be seen in
Fig. 2 that the task is nearly perfectly learnt and only about
one hundred samples are needed to learn the task. In order
to choose the right value for the ε-greedy method in the real
setup, four values are tested in the simulator. Because it exists
few differences between these values, the value ε = 0.1 was
chosen for the real setup.

B. Data acquisition

Learning in the simulator shows that one hundred samples
of (s, a, r) are needed to achieve a good ESR, i.e, ∼ 90%.
This is obviously a lower bound, because the simulator does
not model the real-world complexity of the task. Because of
the setup, acquiring data by hand is a tedious and error prone
process. Therefore, the process was automated by using a
camera to detect whether the throw is a successful by looking
at the bucket. The detection method, called Background
subtraction, compares the background, which is basically the
stationary part of the image (Fig. 3b), and the foreground,
which is the change in the image (Fig. 3a). We can detect
if a object is in the bucket or not (Fig. 3). The algorithm
is implemented in OpenCV [12] and runs on an Odroid X4
plateform.
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Fig. 2: ESR comparison between several values for ε-greedy
policy in the simulator. One dataset corresponds to 50
samples.

(a) With an object. (b) Without.

Fig. 3: Object detection by using background subtraction
method.

C. Real-life problem

Compared to the simulator, the neural network will learn
more slowly in the real world setup. Indeed, as it can be seen
in Fig. 4, the model needs about 250 samples to achieve a
good ESR (∼ 90%).

Concerning the probability of success as a function of the
distance from the bucket, it can be seen in Fig. 5 that the
neural network is confident along the width of the conveyor.
The probability quickly drops outside the range of possible
throws. But it is not relevant for this application.

A last experiment was conducted in order to compute to
final score when the neural network was trained on the entire
dataset. The robot throws 34 stones and succeeds in throwing
all, achieving an ESR of 100%.

IV. CONCLUSION

Controllers based on machine learning techniques enable
robots to achieve more and more complex tasks without
explicit programming, as it is usually the case for industrial
applications. Despite a very simple architecture, the neural
network performs very well on the throwing task, achieving
nearly an ESR of 99% with time constraints.
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Fig. 4: ESR in real setup for ε = 0.1. One dataset corre-
sponds to 50 samples.
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Fig. 5: The probability of success from a distance y of the
bucket while taking the best action.

Furthermore, the use of a simulator was very helpful to
estimate how much data is needed to learn. The limitations
of the simulator were also shown: the dynamic behavior of
the pneumatic gripper is very difficult to simulate.

Future work may investigate if adding more steps in the
decision-making process and taking into account more sensor
information, such as geometrical parameters, can improve
the ESR for complex shape objects and thus get a better
recycling rate.
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Abstract – This work gives a state-of-the-art overview 
regarding the scheduling of Automated Guided Vehicles (AGV) 
in Flexible (Re-)Manufacturing Systems (FMS/FRMS). Different, 
general approaches are available to solve this task. In this regard 
an overview of currently available fleet management software 
and research in this field as well as the simultaneous scheduling 
of machines and AGVs is given. Production scheduling and 
transport scheduling have been vastly studied by many 
researchers, but most of the works address these both problems 
separately. However, these two problems are closely linked and 
influence each other. By looking at them together, it is possible to
achieve an improvement in the overall scheduling. The different 
works are examined regarding the consideration of one available 
machine for each tasks, or if alternative machines are available 
and if the approaches are static or dynamic. Especially the 
appropriability of the presented works regarding the use in 
remanufacturing systems is examined. Remanufacturing is a 
process for used products to make them “as good as new or 
better”. Due to unknown condition of the used products many 
challenges occur during the remanufacturing process which are 
special to the domain of remanufacturing and not know from 
manufacturing. The resulting stochastic routing of products and 
material in particular places special demands on the flexibility 
and dynamic of the scheduling and control of the 
remanufacturing system. In order to meet the challenges of a real 
remanufacturing system, the scheduling algorithm should 
consider alternative machines as well as be dynamic. None of the 
approaches examined can meet these requirements, which is why 
new methods have to be developed.

Index Terms – remanufacturing, scheduling, fleet 
management, flexible manufacturing system, simultaneous 
scheduling of machines and AGVs, automated guided vehicles

I.  INTRODUCTION

In the manufacturing industry, the trend is more and more 
in the direction of a higher number of variants, which is due to 
the increasing customer demand for the personalization of 
products. The goal often mentioned here is production with 
batch size one. This trend requires new concepts for 
manufacturing systems. An example of this is the Flexible 
Manufacturing System (FMS) concept. With this system, 
different machines are available which can carry out different 
operations. This should make it possible to manufacture 
different variants of a product simultaneously. An example of 
such an FMS can be seen in Figure 1.

Figure 1: Example of a FMS by [1]

The material transport is not rigidly organized but is flexibly 
arranged by AGVs. Because of this, not only the scheduling 
of the machine occupancy plays a central role in these 
systems, but also the integration and scheduling of the AGVs 
within the system. The structure of remanufacturing systems is 
often similar, but not equal to that of FMS, why we will called 
them Flexible Remanufacturing System (FRMS). Because a 
large number of products and product variants often have to 
be processed in a remanufacturing system, the corresponding 
flexibility of the system is also required here. Due to the 
different, usage-dependent states of the used products, it may 
even be the case that two identical products have to take a 
different route through the remanufacturing system. In 
addition, the unknown product state can result in route 
changes even while the product is still running through the 
system, which places particularly high demands on the 
dynamic capability of scheduling and controlling machines 
and AGVs within a FRMS.  

This paper is structured as follows: the second part will give a 
short overview regarding the special challenges for production 
planning and control in the domain of remanufacturing, the
third part will give an overview about traditional methods for 
the integration and scheduling of AGVs as well as a state-of-
the-art regarding currently available fleet management 
systems for AGVs as well as current research in this field, in 
the third part a state-of-the-art review regarding research in 
the field of the simultaneous scheduling of machines and 
AGVs will be presented. At the end identified research gaps 
will be explained and further research will be proposed in the 
conclusion. 
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II. CHALLENGES IN FLEXIBLE REMANUFACTURING SYSTEMS

In the manufacturing sector, for example, special solutions for 
job shop, flexible job shop [2]–[11] or re-entrant
manufacturing systems are necessary and examined by 
researchers [12]–[16]. But none of these solutions perfectly 
fits to describe remanufacturing systems. This is due to the 
fact that in the domain of remanufacturing many challenges 
occur, which are special to remanufacturing and not known 
from manufacturing [17]–[23]. Some of these challenges are:

� Unknown product condition of the used-products due 
to different stress during their usage

� Unknown inspection results of the used-products
� Unknown condition of the disassembled parts
� Varying processing times
� Balance between customer demand and return of 

used-products
� Stochastic routings for materials and products
� Unknown arrival time and quantity of used-products  

The product condition can be very different from product to 
product, depending on the use, which means that every 
product can take a different route through the remanufacturing 
process. This makes the production planning and control 
(PPC) of remanufacturing systems difficult. One reason for 
this is that the process steps, required remanufacturing the 
product at hand, are only known after an initial inspection. 
Even after the initial inspection, the product condition is not 
always completely known and therefore unexpected events 
may occur during the remanufacturing process. This leads to 
stochastic routings of the products which requires a flexible 
material handling system on the shop-floor like Automated 
Guided Vehicles (AGVs).  AGVs are considered as one of the 
most important enablers of flexible material handling on the 
shop-floor [24]. This has some similarities with the already 
mentioned FMS, which is why we describe such systems as 
Flexible Remanufacturing Systems (FMRS). The further 
requirements for FRMS vis-à-vis FMS are described in the 
following section.
Due to the already described challenges in the domain of 
remanufacturing the scheduling and control of the 
remanufacturing process must be adaptive in order to be able 
to react adequately to the unknown schedule of a product as 
well as to unexpected internal and external events. Also the 
stochastic routings of materials and the associated scheduling 
and control of AGVs needs to be taken into consideration in 
the PPC. However, the PPC systems currently available often 
do not adequately reflect the complexity and volatility 
resulting from the above-mentioned circumstances [25]. In 
addition, the PPC systems usually do not integrate the 
management of AGVs. These are managed via external fleet 
management software. A holistic approach, especially in the 
area of joint scheduling of machines and AGVs, can result in 
optimization potentials.  
These characteristics, unique to the domain of 
remanufacturing, require different approach for PPC then in 
the field of traditional manufacturing systems [22]. Especially 

the uncertainties and stochastic routings in the domain of 
remanufacturing need to be taken into consideration for the 
PPC.

S2

S1 S3 S5

S4

S2

S1 S3 S5

S4

S7

S6 S8

S9

Traditional production line

Flexible remanufacturing system

Multiple routes:
Product A: S1 -> S2 -> S5 ->
Product B: S1 -> S4 -> S5 ->

Figure 2: Comparison of a traditional production line with a Flexible 
Remanufacturing System and the use of AGVs as material handling systems.

III. TRADITIONAL METHODS FOR THE INTEGRATION AND

SCHEDULING OF AGVS

Automated guided vehicles (AGVs) have been in use in 
industrial plants for several years. The use of these 
technologies within intralogistics results in increased 
flexibility of the material flow compared to conventional 
solutions such as conveyor belts. AGVs plan their exact path 
between two points independently using path planning 
algorithms based on a 2D map of their environment and the 
information where they are currently located within that map. 
The environment is also perceived by sensors attached to the 
AGV so that changes in the environment can be detected. This 
gives the AGV a high degree of autonomy and can deviate 
from its planed path if it encounters an obstacle there. For this 
purpose, a new calculation of the path is carried out, taking
into account the current environment, so that the AGV can 
autonomously bypass the obstacle. AGVs are not only to be 
found in a purely industrial environment, but are also used, for 
example, in hospitals. Here, for example, the transport of food 
to the patient is carried out.
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Figure 3: AGV MiR 100 from Mobile Industrial Robots.

In most practical applications, AGVs are integrated into the 
manufacturing system via the use of fleet management 
systems. These systems are usually connected to the 
respective ERP system. The fleet management system receives 
the individual transport orders to be executed from the ERP 
system. The fleet management system then attempts to 
schedule the individual orders optimally between the available 
AGVs, taking into account battery charge conditions and 
possible collisions during the journey between the AGVs. 
Also the integration of AGVs without the use of the coupling 
with the ERP system can be found. Here, for example, the 
individual machines independently request an AGV when 
completing a product. The disadvantage of this method is that 
global optimization is not possible due to the elimination of a 
central scheduling unit.

A. State-of-the-art: Fleet Manager for AGVs

AGVs are used as flexible material handling systems in the 
manufacturing and remanufacturing industry and able to move 
material without pre-defined routes. Commercial available 
AGVs provide different approaches of self-guided navigation 
in order to find a collision-free path between workstations. If 
several AGVs exist on the shop-fleet, fleet management 
systems are used for the scheduling and supervision of the 
AGV fleet. Currently available fleet managers just focus on 
the localisation and navigation of the AGVs. To minimize the 
transport time of materials just the optimization of routes and 
the allocation of the best AGV for the task at hand is taken 
into consideration.  
Different fleet managers are developed and available from 
various manufacturers of AGVs. Mobile Industrial Robots
provides the MiRFleet [26] which allows the collision free 
routing of various robots. The system also provides the ability 
to assign tasks with priority rules. Furthermore the system 
monitors the battery charge levels of the AGVs and manages 
automatically the charging processes. The fleet management 
systems from KUKA AG, the KUKA.NavigationSolution [27], 
and the AGV Manager from BA Systèmes [28] attempt to 
reduce the overall travel time by taking the production 
environment, the traffic and the required target location into 
consideration. These systems provide job scheduling and real-

time routing as outputs. DEMATIC’s E’tricc AGV fleet 
manager [29] selects the AGVs to the tasks through analysing 
the work flow as well as re-evaluating assignments. An 
analysis of historical travel routing and operation data is 
implemented in the AGV MANAGER from Sidel [30] and the
SGV Manager from JBT [31] in order to optimise the 
performance of the AGV fleet in industrial environment. The 
Vehicle Manager from savant automation [32] is able to 
process inputs from network computer systems, discrete I/O, 
PLC network etc. in order to assign the available AGVs to 
tasks. Furthermore the Vehicle Manager achieves and takes 
historical data into consideration.
Besides the listed commercially available software solutions, 
the subject of fleet management for AGVs is also the subject 
of some current research projects. Srivastava et al. [33] for 
example presents an agent-based approach for operation 
control of an AGV fleet. The goal was to find a collision-free 
and time optimised path in the AGV path networks. The 
simulation functions for evaluating different scenarios within 
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������� Regarding the 
fleet management of multiple AGVs in industrial warehouses 
Cardarelli et al. [34] proposed cooperative cloud robotics 
architecture. Through cooperative data fusion from various 
sensor systems a continually updated global live view of the 
environment was achieved. The goal was to provide a 
collision-free path if unexpected obstacles occur in the 
environment. The methodology was successfully validated in
a real industrial environment. Yao et al. [35] provides an 
Smart AGV Management System to optimize the scheduling
of AGVs in a manufacturing process. The proposed approach 
uses the combination of real-time data analysis and a digital 
twin model to optimize the schedule. For a proof of concept, 
the approach was successfully tested on demonstrator with a 
manual assembly station.
  
However none of the listed, available software solutions as 
well as none of the stated research projects provides the 
possibility regarding an integration for the simultaneous 
scheduling of machines and AGVs to optimize the overall 
scheduling with the use of real-time production data [35]. This 
leads to a not optimal schedule and leaves room for 
optimization potential. One possibility to realize this 
optimization potential is the simultaneous scheduling of 
machines and AGVs which will be examined in the next 
chapter.

IV. STATE-OF-THE-ART SIMULTANEOUS SCHEDULING OF 

MACHINES AND AGVS

Traditionally, planning problems have considered machines as 
the only important resource, but this is no longer true as 
material handling in an FMS becomes more valuable and 
transport times contribute to machine downtime as machines 
have to wait for the next part to be machined. Extensive 
research has been devoted to machine scheduling and vehicle 
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scheduling independently, but the two problems are closely 
linked. Few have directed their research to the simultaneous 
planning of machines and AGVs in an FMS. The scheduling 
in an FMS is conceptually similar to Job-Shop Scheduling
Problems (JSSP), with the difference that JSSP do not 
consider material handling. The goal of the JSSP is to assign 
the operation out of a set of jobs to a set of machines while 
minimizing the makespan. Sequence conditions between the 
operations of a job and the fact that one machine can only one 
operation at one time has to be taken into consideration. In the 
JSSP every operation is processed on one specific machine, 
whereas in the extension of the JSSP the Flexible Job-Shop 
Scheduling Problem (FJSSP) every operation can be 
processed on one or more machines. The JSSP and the FJSSP 
are NP-hard problems [36] and studied by many researchers. 
In the simultaneous scheduling of machines and AGVs
(SSMA), all available machines are considered as well as the 
available AGVs, which have to transport the individual 
products between the machines. Only few research is done 
regarding the simultaneous scheduling of machines and 
AGVs. In the literature there are mainly studies which 
consider in this sense a JSSP, but no many Flexible Job-Shop 
Scheduling Problem (FJSSP), in with alternative machines for 
the execution of operations are taken into consideration. In 
Figure 4 the joint schedule for machines (M1… M4) and 
AGVs (V1, V2) is shown. For the AGV schedule L marks the 
loaded trips und E the empty trips, where the AGV moves but 
no product is transported. Regarding the machines each 
colored block is an operation executed on this specific 
machine. The first number within these blocks represents the 
job to which the operation belongs and the second number 
represents the operation within the according job. White 
blocks represents idle time of the machine. 

Figure 4: Gantt chart  representation of the schedule for machines and AGVs 
by [1]

The FJSSP can be described as follows [37]: 

Parameters: (i=1,…,m; j=1,…,n; h=1,…,hj) 

n number of jobs

m number of machines

ai,j,h   describes whether a machine from the available 

machines Mj,h can perform the respective operation Oj,h

,
, ,

1 if  can be executed on machine i 

0 else
j h

i j h

O
a �

� �
�

ai,j,h   process time of operation Oj,h on machine
, ,( 0)i j hi p �

Cmax  makespan, maximum execution time of the orders

,
, ,

1 if machine  is choosen for operation 

0 else
j h

i j h

i O
y �
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�

,
, , ,

1 if operation  is executed on machine  with priority 

0 else
j h

i j h k

O i k
x �

� �
�

tj,h start time for operation Oj,h

Tmi,k start time for machine i with the priority k 

ki number of operations assigned to machine i 

Psj,h   processing time of operation Oj,h on the assigned 

machine

Goal is to minimize Cmax: 

, ,   für   1,...,
j jj h j hmax t Ps j nC 	 
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With the extension to the simultaneous scheduling of 
machines and AGVs the objective of the problem is to 
minimize the makespan defined through the following 
formulation [1]: 

Pi,j is processing time for operation i of job j

Ti,j  is the travel time for operation i of job j 

Li,j is the operation completion time for operation i of job j 

Li,j = Ti,j + Pi,j

Cj  is the completion time of job j: ,
1

n

j i j
j

C L
�

��

Objective function: Min makespan = Max(C1, C2, C3, … , Cn)

In the following a state-of-the-art regarding the simultaneous 
will be given, which will be split in research works where a 
JSSP is studied and in works where a FJSSP is studied.

A. SSMA in the JSSP environment

The first study which considers the simultaneous scheduling
of machines and AGVs is published by Bilge and Ulusoy [38]. 
Benchmark instances for the problem were presented. These 
include four different layouts with regard to the arrangement 
of the machines under consideration, resulting in different 
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travel distances and thus travel times between the machines. 
In addition, ten order sets were presented, which are to be 
executed accordingly on each of the layouts. These are still 
used today as benchmark instances. A non-linear mixed 
integer programming model was presented to solve the 
problem.

Figure 5: Layout for the benchmark instances from Bilge und Ulusoy [38]. 

Nageswararao et al. [39] propose a Binary Paricle Swarm 
Vehicle Heuristic Algorithm (BPSVHA) for the simultaneous 
planning of AGV's and machines in the area of flexible 
manufacturing systems (FMS). The algorithm was compared 
with other metaheuristic algorithms. In the study, however, no
dynamic was considered. Erol et al. [40] propose a multi-agent 
system implemented in JADE for the dynamic and 
simultaneous planning of machines and AGVs in 
manufacturing systems. The proposed system was tested 
against five optimization algorithms for deterministic cases. 
Compared to the optimization algorithms, almost exclusively 
poor results were achieved with respect to the benchmarks 
investigated. The consideration of the flexibility of the 
approach required for the insertion of new orders, routing 
flexibility, machine failure, etc. was not part of this study. In 
addition, the approach was tested against different traditional 
dispatching, with the result that the proposed MAS 
outperformed most of them. Mousavi et al. [41] present a 
hybrid algorithm consisting of genetic algorithm and particle 
swarm optimization for simultaneous planning of machines 
and AGVs. The aim of the optimization is the minimization of 
the throughput time as well as the minimization of the 
required AGVs. The necessity of battery charging processes 
was also taken into account in the optimization. In this study, 
however, neither the consideration of dynamics nor the 
consideration of alternative machines took place. Chaudhry et 
al. [42] proposed a genetic algorithm for the solution of the 
simultaneous planning of machines and AGVs and tests this 
algorithm at the benchmark instances of Bilge and Ulusoy. 
Here, too, neither alternative machines nor dynamics are 
considered. Fontes and Homayouni [43] use a mixed integer 
linear programming model, which was implemented in the 
commercial software Gurobi. Disadvantage of this method is 

the partly very high computing time of the method for finding 
good solutions. In this study, however, neither the 
consideration of dynamics nor the consideration of alternative 
machines took place. Lacomme et al. [44] proposed a 
modified disjunctive graph to model the simultaneous 
scheduling problem the a memetic algorithm to solve the 
scheduling problem. The approach was tested on the instances 
of Bilge and Ulusoy. Dynamic was not taken into 
consideration. Fauadi and Murata [45] proposed an Binary 
Particle Swarm Optimization (BPSO) to solve the scheduling 
problem with the goal to minimize the makespan. The 
approach was tested on the instances from Bilge und Ulusoy 
and compared with their results. The average values of all 
instances per layout were compared. The BPSO presented 
achieved a better result in all four layout variants compared to 
the results of Bilge and Ulusoy [38]. However dynamic was 
not taken into consideration.

B. SSMA in the FJSSP environment

The simultaneous scheduling of machines and AGVs in an 
FMS with alternative machines for operations, respectively 
modelled as a FJSSP has not been researched a lot. As far as 
the authors are aware, only seven works provided solution 
approaches for this problem. These nine works consists of six 
works using heuristic approaches, one mixed integer linear 
programming (MILP) approach, one simulation-based 
approach and one approach based on the use of a multi-agent 
system. The first study of the simultaneous planning of 
machines and AGVs in the context of a FJSSP, i.e. with 
alternative machines, was published by Deroussi and Norre 
[46]. It was suggested to use an Iterative Local Search (ILS). 
An extension of the instances of Bilge and Ulusoy [38] by 
alternative machines as well as an extension of known FJSSP 
benchmark instances by layouts concerning the routes of FTS 
between the machines was also proposed. Zhang et al. [10]
proposed a hybrid algorithm with a combination of a genetic 
algorithm (GA) and a Tabu-Search (TS) to address the 
scheduling problem. In the first step the GA is used to assign 
every operation to a machine and each transport task to an 
AGV. Afterwards the TS is used to optimize the solution of 
the GA. In [47] Zhang et al. improved their approach through 
the implementation of a shifting bottleneck (SBN) procedure. 
Like in [10] the GA is used in the first step to allocate 
machines and AGVs to every operation respectively transport 
task. Afterwards the SBN is used to find a scheduling for 
machines and AGVs, which is then improved through the TS. 
For validation of the proposed approach computational 
experiments using the problem instances from [46] were 
executed. The approaches from Zhang et al. found a better 
solution for two of the ten instances while for six instances the 
same makespan was found. Kumar et al. [48] uses a 
combination of Differential Evolution (DE) algorithm to plan 
the operation sequence and uses a vehicle assignment heuristic 
presented by him for the subsequent assignment of the FTS. 
Finally, a machine selection heuristic checks whether the use 
of an alternative machine for one of the operations leads to an 
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improvement of the cycle time. This process is repeated 
iteratively. In contrast to the aforementioned approaches, 
alternative machines are considered in the sense of an FJSSP, 
but deterministic is assumed and no dynamics are considered. 
Sahin et al. [49] propose a multi-agent system for the 
simultaneous planning of machines and material flow systems 
in the environment of a flexible manufacturing system. The 
system was developed with Prometheus and programmed in
the JACK environment. The proposed dynamic planning 
system was compared with other approaches using dynamic 
and static problem sets. In addition, as in [48], a consideration 
of alternative machines is carried out. However, in 
comparison to the results from [48], the results of the 
presented MAS are considerably worse in most benchmark 
instances and in only a few cases equally performant, or 
better. Lin et al. [1] proposed a simulation-based optimization 
approach for the simultaneous planning of machines and 
AGVs with uncertain machining times in FMS. To explore 
good design alternatives based on the simulation result, they 
used a combination of local search and a genetic algorithm. In 
addition to uncertain processing times, other noise factors 
such as congestion and downtime in AGV handling were also 
considered. To validate their approach, Lin et al. used 
different benchmark sets. Deroussi [50] proposes a 
hybridization of particle swarm optimization (PSO) with a 
stochastic local search. The PSO is used to solve the AGV
scheduling problem and then each operation is allocated to the 
first available machine, finally sequencing of the operations 
for each machine is achieved by selecting the operations 
according to their arrival time in the machine buffer. A local 
search procedure based on the classical exchange and 
insertion movements is then used to try to improve the 
existing solution. The authors only reported results of average 
performance on the ten problem cases that were of lower 
quality than those of [10], [47]. Nouri et al. [51] recently 
proposed a hybrid metaheuristic consisting of a combination 
of a GA and a TS. The GA is used to create solutions and a 
TS is used to improve these solutions. The GA has a two-part 
chromosome, the first part represents the assignment problem 
with regard to the machines, while the second part represents 
the sequence problem. At the end of each GA generation, the 
solutions obtained are bundled according to proximity, i.e. the 
population is divided into a given number of groups. Then TS 
is applied to the best solution within each group to search for 
a better solution in its neighborhood. The authors report 
improvements in the results regarding [10], [47] in seven 
benchmark instances. However, in [52] it is shown that the 
results in [51] are not plausible and possible. This is justified 
by the fact that the lowest possible lead time of the shortest 
order is already higher than the lead time presented in [52] for 
the entire order set. Homayouni and Ponto [52] present a 
MILP model for solving the simultaneous planning of 
machines and AGVs in the context of an FJSSP and can 
achieve the same or better results than [10] in all benchmark 
instances investigated. However, the computing time is really
higher, which can severely limit the procedure in real use.

Figure 6 gives an overview regarding the present works in the 
field of simultaneous scheduling of machines and AGVs
(SSMA). Whereas there are some more works published 
regarding the SSMA in the JSSP there are, to the author’s best 
knowledge, only the nine presented works published 
regarding the SSMA in the JSSP. Regarding works which 
include dynamic as well as FJSSP only two works can be 
found. 
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Figure 6: Overview of the presented works regarding the simultaneous 
scheduling of machines and AGVs.

V. CONCLUSION

The paper at hand presents a state-of-the-art overview 
regarding fleet management systems and approaches for the 
simultaneous scheduling of machines and AGVs. Compared 

to the traditional approach to integration and scheduling of 
AGVs through fleet management systems, simultaneous 
scheduling offers advantages in that the two closely related 
and interacting problems of machinery and transportation 
planning are considered together. This allows improvements 
to be made to the overall efficiency of the system. However, 
the simultaneous scheduling currently only takes place in an 
academic environment and no commercial systems can be 
found to realize this. In addition, there are hardly any studies 
that investigate a realistic view of dynamics and alternative 
machines. Here there is a need for further research, especially 
when considering machine failures, AGV failures, or 
changing the route of the product during processing. The 
application of the control of an FMS by means of 
simultaneous sequence planning of machines and AGVs has 
also not yet been investigated in the form of a case study.

Therefore, in future work at the Trier University of Applied 
Sciences, Environmental-Campus Birkenfeld, the 
simultaneous scheduling with the consideration of dynamics 
will be investigated. In addition, a case study for the control of 
a flexible remanufacturing system using the simultaneous 
scheduling of machines and AGVs will be carried out at a 
model factory.
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