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Preface: 
Robotix-Academy Conference for In- 
dustrial Robotics (RACIR) is held at 
ZeMA, Germany, during July 16, 2020 
as a web conference due to the effects of 
the Covid-19 crisis. 

The venue for RACIR 2020 is the ZeMA 
- Center for Mechatronics and Automa�
tion. Founded in 2009, ZeMA sees 
itself as a development partner with 
the goal of industrialization and 
technology transfer of research and 
development results. 

Working closely with institutes and 
chairs at Saarland University (UdS) 
and the University of Applied Sci-
ences (htw saar), ZeMA passes on its 
research results to companies through 
an actively pursued technology trans-
fer. In addition, ZeMA plays an active 
role in academic training. 

The topics concerned by RACIR are: ro- 
bot design, robot kinematics/dynam- 
ics/control, system integration, sen- 
sor/actuator networks, distributed and 
cloud robotics, bioinspired systems, 
service robots, robotics in automation, 
biomedical applications, autonomous 
vehicles (land, sea, and air), robot per- 
ception, manipulation with multifinger 
hands, micro/nano systems, sensor in- 
formation, robot vision, multimodal in- 
terfaceand human-robot interaction. 
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Liège, Belgium

o.devigne@uliege.be

Alejandro Cosimo
Department of Aerospace and Mechanical Engineering

University of Liège
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Abstract—In the frame of accurate grasping and safer human-
robot interactions, soft robots are an emerging and promising
technology. Due to the fact that they do not rely on joints to
produce a motion, but on deformation, they have a theoretically
infinite number of degrees of freedom. This particularity calls
for advanced numerical models to analyze them. Although some
modeling tools have already been developed by other research
teams, many open questions remain and should be addressed
to accurately represent this kind of robots. Our work relies
on the development of a research code for analyzing flexible
multibody systems. This code is based on a Lie group formalism
which is coupled with state-of-the-art nonsmooth algorithms for
solving contact interactions. This numerical formulation opens
the possibility to later consider more advanced models for
describing the flexibility characterizing these problems, such as,
for example, geometrically exact beam and shell elements. In
this paper, a frictionless soft finger model able to interact with
a sphere is introduced as a first prototype intended to test and
present our code capabilities.

Index Terms—soft robot, soft gripper, geometrically exact,
nonsmooth, contact

I. INTRODUCTION

A new generation of robots has recently made its appearance
in the robotics community. Made of so-called “soft” materials,
such as plastic or silicone, these robots, in contrast to classical
“rigid” robots, achieve their tasks by following a trajectory
that is accomplished through a deformation of their struc-
ture. These soft robots can be used in various applications
such as those requiring a safer human-robot interaction or
those involving the manipulation of fragile objects [1]–[3].
Indeed, the soft nature of the material used to build them
allows for extended grasping capabilities which is achieved
by modulating the shape of the gripper and the contact force
exerted on the object. This also ensures a reduction in the
severity of impacts in environments involving interactions with

humans. Soft robots are also particularly relevant in the frame
of surgical robotics [4]. Moreover, they do not depend on
classical manufacturing techniques and can be easily replaced
at low financial costs, for instance, using 3D printing.

As previously mentioned, soft robots do not rely on joints
to move, as it is the case for classical industrial robots,
but on a deformation of their own structure. Three main
actuation types can be distinguished. The first one is based
on a local deformation induced by a linear actuator such as
a pneumatic cylinder. The second one relies on pressure or
vacuum actuation by inflating or deflating a chamber inside the
structure. This actuation type produces a more global action
on the whole robot. The third one is the technique which is
investigated in this paper, called cable actuation. In this case,
a cable is attached to different points of the compliant robot
and is pulled so that the structure is locally and/or globally
deformed.

Based on the fact that soft robots rely on the deformation
of their structure to achieve a task, theoretically speaking,
they can be characterized by an infinite number of degrees
of freedom. This complexity calls for advanced numerical
models for simulation, virtual prototyping or for control design
purpose. Many times, the simulation should be executed in
real-time [5], which can motivate the drastic simplification of
the physics of the problem, as it is the case in [6], where
only a sticking friction model is implemented for the gripper.
The error on the controlled point between the simulation
and the physical demonstrator can be in the order of several
millimeters. This value should be put in light with the accuracy
of an industrial robot which achieves a precision of some
tenths of a millimeter.

A myriad of applications are targeted by soft robots. This
paper specifically focuses on finger-like grippers. Although
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conceptually simple, these “soft fingers” reveal several in-
teresting numerical challenges. Indeed, contact and friction
between the gripper and the object (or with the gripper itself)
should be considered. Moreover, the inherent flexibility of the
gripper must be taken into account. Finally, control parameters
can be tuned through experimental identification.

In order to deal with these challenges, a plugin in the open-
source software SOFA is developed in [7]. However, they have
a constraint on the number of vertices that can be used to
approximate the 3D geometry in order to satisfy the real-time
requirement. They are planning to adopt reduced order models
in order to remove this constraint. Nevertheless, although these
models perform well for preliminary analyses, they cannot be
used for detailed analyses. In addition, their plugin is not open-
source. In the context of the computer animation community, a
methodology to solve contact problems based on a nonsmooth
formalism is tested on the simulation of a soft robot in [8].
Despite some nice features, bilateral constraints are replaced
by compliant models, and the contacts are described using a
kind of node-to-surface technology that is known to have many
drawbacks for the collision of flexible to flexible bodies [9].
This motivates the development of a more general research
code, able to deal with the numerical challenges mentioned
above.

The aim of this paper is double. Firstly, we introduce a
robust modeling of highly flexible systems using a geomet-
rically exact 3D approach [10]. The representation is based
on the nonlinear finite element method where a local frame
is defined at each node, and is treated as an element of the
special Euclidean group SE(3). The ability to express the
equations of motion in SE(3) yields interesting properties,
noticeably for flexible elements, because their deformation
measure is expressed in a local frame, giving an invariance
property to the equations under a superimposed Euclidean
transformation [11], [12]. Secondly, this representation is
coupled with a more physical contact model relying on a
sophisticated nonsmooth solver based on the generalized-α
integration scheme [13]. As an illustration of this algorithm
capabilities, a frictionless soft finger gripper is presented.

The paper is organized as follows. In Section II, the non-
smooth equations of motion and the time integration method
are briefly presented. In Section III, the soft finger is first
described as a physical object before introducing the modeling
assumptions. Results are shown in Section IV. Finally, Section
V gives the conclusions and future work perspectives.

II. EQUATIONS OF MOTION AND TIME INTEGRATION

In order to describe the motion of flexible multibody
dynamic systems, such as soft robots, the nonlinear finite
element method is adopted [10]. In this setting, the elements
comprising a mechanical system are represented by a set of
nodal variables q of nodal position and orientation. It must be
emphasized that when dealing with large rotations, q does not
belong to a linear vector space but to a Lie group [14]. In the
current work, we adopt the special Euclidean group SE(3),
where the vector x ∈ R

3 is used to represent the position of

a node and the matrix R, which belongs to the rotation group
SO(3), is used to represent its orientation, both measured with
respect to the chosen inertial frame. An element from SE(3)
can be assimilated to a local frame attached to the body of
the object under analysis. In this context, the translational
velocity is represented by u = RT ẋ which is interpreted
as the velocity of the reference point x with respect to the
inertial frame but resolved on the body-attached frame. The
rotational velocity is represented by the vector Ω ∈ R

3 in
the body-attached frame. By arranging both velocities in the
vector vT = [uTΩT ], the relation between the time derivative
of the configuration q̇ and v is given by a (nonlinear) kinematic
compatibility condition of the form q̇ = h(q,v).

In any multibody system, it is of great importance to be
able to model kinematic joints which describe the restricted
relative motion between two bodies. They are stated as equality
conditions and, therefore, are classified as bilateral constraints.
In order to model contact, we can assume that it develops as
an impulsive process in which the velocity changes instanta-
neously in a discontinuous manner at an impact event. This
nonsmooth (or impulsive) description of contact processes
introduces non-equality conditions or unilateral constraints to
the problem. The contact interaction between two bodies A
and B at the points xA and xB from bodies A and B,
respectively, is described by the gap g = nT (xB − xA),
where n is the outward unit normal from the surface of body
A. At position level, whenever there is contact, the gap is
zero and the contact reaction force Fc takes a positive value.
On the contrary, when there is no contact, i.e. g > 0, the
contact force vanishes. This complementarity relation is stated
by the Signorini contact law as 0 ≤ g ⊥ Fc ≥ 0, which is
an abbreviation of the three conditions g ≥ 0, Fc ≥ 0 and
gFc = 0. At velocity level, a similar relation holds, however,
an impact law must be provided in order to relate the pre-
impact and post-impact velocities. It is important to note that
the velocity field will be not continuous. Therefore, the usual
equations of motions expressed in terms of partial differential
equations are not valid anymore. In order to solve this issue,
the equations of motion are written in terms of differential
measures. The interested reader can find out more about this
in [15], [16].

Under this setting, the equations of motion for a frictionless
multibody system with unilateral and bilateral constraints
expressed at velocity level are written in the following form:

q̇+ = h(q,v+) (1a)
M(q) dv − gT

q di = f(q,v, t) dt (1b)

−gU
q v+ = 0 (1c)

if gj(q) ≤ 0 then 0 ≤ gjq v
+ + ej gjq v

− ⊥ dij ≥ 0,(1d)
∀ j ∈ U

where

• t is the time, and dt is the corresponding standard
Lebesgue measure.
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• q(t) is the set of nodal variables, which are absolutely
continuous in time.

• U denotes the set of indices of the unilateral constraints,
U is its complementarity set, i.e., the set of bilateral
constraints, C = U ∪ U is the full set of constraints.

• g is the combined set of bilateral and unilateral con-
straints, and gq(q) is the corresponding matrix of con-
straint gradients.

• q̇+(t) = limτ→t,τ>t q̇(τ) and v+(t) = limτ→t,τ>t v(τ)
are the right limits of the velocity, which are functions of
bounded variations. Similarly, v−(t) = limτ→t,τ<t v(τ)
is the left limit of the velocity. If one assumes that the
contact point j is in contact, then gj(q) ≤ 0 and dij ≥ 0.
In this case, Eq. (1d) expresses that in the event of
dij > 0, the relative post-impact velocity gjqv

+ has to
change instantaneously by an impulsive process, modeled
by enforcing the Newton impact law gjqv

+ = −ejgjqv
−,

where ej is the coefficient of restitution at the contact
point j. In the event in which the contact point j is
superfluous (see e.g. [17]), dij = 0 and gjqv

+ can take
any value satisfying gjqv

+ ≥ −ejgjqv
−. One can observe

that in Eq. (1d), it is implicitly assumed that in the case of
gj(q) > 0, then dij = 0. In what follows, for simplicity,
v(t) and q̇(t) will be used to denote v+(t) and q̇+(t),
respectively.

• f(q,v, t) = fext(t)−f cin(q,v)−fdamp(q,v)−f int(q)
collects the external, complementary inertia, damping and
internal forces.

• M(q) is the mass matrix which may, in general, depend
on the coordinates.

• dv is the differential measure associated with the velocity
v, assumed to be of bounded variations.

• di is the impulse measure of the unilateral contact
reaction and the bilateral constraint forces.

The numerical integration of the equations of motion must
be performed with special care, not only because of the
nonsmooth nature of the equations but also because of the
presence of flexible components. In this context, time in-
tegration schemes can be classified into event-driven and
time-stepping schemes. The former adapt their time step to
the impact events, whilst the others do not. One inherent
disadvantage of event-driven methods is that they do not
perform well for systems with accumulation points or a large
number of contacts. Therefore, this work concentrates on time-
stepping methods. One of the most widespread method of this
kind is the Moreau–Jean scheme [18]–[20]. Despite its good
performance, it is dissipative for problems involving flexibility
and suffers from drift issues at position level. In order to avoid
these issues, we adopt the nonsmooth generalized-α (NSGA)
scheme. It was introduced in [21] for the solution of contact
and impact problems in multibody dynamics. This algorithm
artificially splits the motion into smooth and nonsmooth (im-
pulsive) components. In order to correctly capture the vibration
effects of problems with flexible components, the smooth part
is integrated using the second-order accurate generalized-α

method, whereas the nonsmooth part is integrated using a first-
order scheme. One distinctive feature of this method is that,
through the adoption of a similar procedure proposed in [22],
the unilateral and bilateral constraints are simultaneously sat-
isfied both at position and velocity levels in order to avoid drift
phenomena. The resulting scheme is characterized by a set of
three coupled sub-problems: one for the smooth prediction of
the motion and two others for the corrections at position and
at velocity levels. Quite recently, a decoupled version of the
NSGA method was presented in [13]. This specific version is
the one adopted in this work. Two noticeable differences with
respect to its predecessor [21] should be highlighted. On the
one hand, the definition of the splitting is modified in order to
ensure a decoupling of the three different subsets of equations
that need to be solved at every time step. This feature improves
considerably the robustness of the integrator for problems
involving nonlinear bilateral constraints and flexible elements.
From a practical point of view, the NSGA method involves
the following steps, each of them performed in a decoupled
manner at each time step of the simulation:

1) Solve for the smooth prediction of the motion: only
bilateral constraints are involved.

2) Collision detection: detect which pair of bodies could be
in contact and create the corresponding contact elements.

3) Solve for the position correction: both bilateral and
unilateral constraints are involved.

4) Solve for the velocity jump: both bilateral and unilateral
constraints are involved.

Remark: in order to perform the collision detection phase
the corresponding capabilities provided by the Bullet Physics
library [23] are used. The rest of the algorithmic steps are
implemented within our in-house code.

III. SOFT FINGER DEMONSTRATOR

In this Section, a soft finger-like gripper is presented. Its
aim is to provide a conceptually simple but yet representative
model. Indeed, nonsmooth behaviors are dominating during
the grasping operation. The physical robot that our numerical
model wishes to represent is first introduced. Afterwards, the
modeling assumptions that have been made are explained.

A. Physical demonstrator description

In order to highlight nonsmooth behaviors, a soft finger
gripper displaying a motion history characterized by many
impact events is modeled. A pressure-actuated version of
this example is well-known in the soft robotics community
under the name PneuNet [24]. However, the finger can also
be cable-actuated, as presented in [7]. This last technology
is investigated in this paper. An illustration of the system is
presented in Fig. 1. When the cable is pulled, the finger will
bend thanks to the low rigidity of the interphalangeal spaces.
In the case of a complete gripper, three fingers are usually
used to grasp objects.
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x1x2x3x4x5x6

Phalanges

Interphalangeal spaces

Fig. 1: Cable actuation of a soft finger. The different passing
points of the cable through the structure are represented.

Hinge
Cable

Phalanges

(a) Initial configuration of the sphere and finger (t = 0 s).

2cm

0.25cm

0.75cm

1cm

(b) Geometry of the finger phalanges.

Fig. 2: Initial configuration of the finger model and geometry
of its phalanges.

B. Numerical model assumptions

In this first virtual prototype, the finger is modeled using the
following assumptions. Firstly, although the finger is made of
a soft material, it can be observed, as it is the case for a
real human finger, that the deformation is highly localized
in the interphalangeal space. Thus, as a first approximation,
we consider the finger as made of rigid bodies interconnected
by hinge joints, allowing it to bend. The implication of this
assumption is that the deformation of the phalange is neglected
by the model. The torque resulting from the local deformation
of the interphalangeal space is modeled by a torsional spring
element coupled to the hinge joint.

Secondly, the cable needs to be modeled. Considering that
the cable is extensible, the length variation, according to the
notation in Fig. 1, can be expressed as

Δl = ||x2 −x1||+ ||x3 −x2||+ · · ·+ ||xn −xn−1|| − l (2)

Assuming a linear elastic behavior in the axial direction, the

potential energy of the cable writes

σ = Eε (3)

V =
1

2

∫ l

0

EAε2ds (4)

=
1

2

EA

l
Δl2 (5)

with the unstretched length l, the strain ε = Δl
l , which is con-

sidered constant over the whole cable, the Young’s modulus
E and the cross-sectional area A. Under these assumptions,
the cable behaves as a spring of stiffness EA

l . Because of the
assumption of a linear stress-strain constitutive law in Eq. 3,
the model is not able to represent slackness. Indeed, a real
cable can only withstand traction forces. Therefore, the current
version of this model is only valid in traction.

Finally, no friction is considered in this preliminary model.
The grasping operation represented by the model is thus
incomplete, in the sense that the gripper can get in contact
with the object but the contact forces are only represented in
the normal direction.

IV. NUMERICAL RESULTS

The dynamics of a finger-like gripper comprised of one
finger made of two phalanges is studied next. The initial
configuration of the problem can be observed in Fig. 2(a)
where it can be appreciated that the gripper will interact with
a sphere that is free to move on a flat ground.

The aim behind this example consists in showing the capa-
bilities that we have for the modeling of this kind of problems.
The parameters of the studied problem are specified as follows.
The finger is actuated by a flexible cable with a stiffness
constant of 105 N/cm which links the two phalanges and the
actuation mechanism. This mechanism exerts a force which
increases from (0, 0, 0) to (0,−120, 0) N in 2 seconds and it
remains constant at that value for the rest of the simulation.
The two phalanges are joined by a hinge which, as previously
mentioned, also models an internal stiffness and damping,
taking as parameters a stiffness constant of 10−2 N.cm/rad
and a damping coefficient of 1 N.s/rad. One of the phalanges
is linked to the ground through a hinge which is characterized
by a stiffness constant of 1 N.cm/rad and a damping coefficient
of 1 N.s/rad. The acceleration of gravity is neglected. The level
of the ground is set at 1 cm in the y-direction. At the initial
time step t = 0, the center of mass of the sphere of radius
r = 0.5 cm is located at (0, 1.5, 1.5) cm, and the center of
mass of the two phalanges are located at (0, 2.5, 0) cm and
(0, 5.5, 0) cm with respect to the inertial frame of reference.
The geometry of the phalanges can be observed in Fig. 2(b).
The shape and dimensions have been chosen to represent the
same type of finger as in [7]. For the impact law, the restitution
coefficient is taken as 0.

It should be emphasized, as mentioned above, that we are
solving the frictionless problem. Certainly, friction is a really
important phenomenon to take into account in this kind of
applications. However, one of the aims of this work is to show
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(a) t = 2.0 s

(b) t = 2.75 s

(c) t = 3.14 s

Fig. 3: Results for the soft finger simulation: render of the
finger interacting with the sphere at different time steps.

the current state of our developments, not only in terms of
physically-sounded numerical formulations, but also in terms
of source code development to solve applications of interest
for the robotics industry.

In Figs. 3, snapshots of the time evolution of the obtained
solution can be observed. As it can be appreciated, in response
to the actuation of the force transmitted through the cable, the
gripper adapts its shape until it comes in contact with the
sphere. At the end of the simulation, t = 6 s, the sphere
is totally enclosed between the phalanges of the finger. In

0 1 2 3 4 5 6
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Upper phalange vy

Ground phalange vy
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(a) Velocity of the phalanges of the finger and the sphere.
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o
ci
ty

[c
m
/s
]

Upper phalange vy

Ground phalange vy
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(b) Zoom of the velocity of the phalanges of the finger and the sphere.

Fig. 4: Results of the soft finger simulation: velocities of the
phalanges and the sphere.

Fig. 4(a), the velocity of the phalanges of the finger and
the sphere are shown. It is important to observe that the
adopted nonsmooth formulation is able to correctly capture
all the jumps in the velocity field (i.e. all the contacts). The
first jump actually represents the contact between the two
phalanges. In this case, a relatively large time increment of
0.01 s was used for the simulation, and, actually, higher values
could even be used. Consequently, the nonsmooth nature of
the adopted numerical scheme is efficient from the point of
view of the size of the time increments. In addition, Fig. 4(b)
shows that no numerical artifact is observed at the end of
the simulation. That is, the velocity is exactly zero when
the system is at rest, where other formulations could exhibit
oscillations of numerical nature. Moreover, it has been verified
that no penetration occurred, so that no drift phenomena are
noticed.
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V. CONCLUSIONS AND FUTURE WORK

In this paper, a first prototype of a frictionless soft finger-
like gripper was proposed. A Lie group formulation of the
equations of motion is coupled with an efficient nonsmooth
time integration algorithm in order to account for contacts
between the gripper and the object. As a first approximation, a
model consisting in two rigid bodies interconnected by a hinge
joint is used to represent the finger, whereas a spring element
is chosen to model the cable. Our model is able to capture
nonsmooth interactions with a rigid sphere, accurately catching
the discontinuities in the velocity. However, the deformation
of the phalanges is not modeled and slack cables cannot
be represented. Additionally, no friction is implemented, so
that the grasping operation is incomplete. In the future, we
wish to experimentally identify parameters from a real soft
finger, implement a working friction model and use more
sophisticated flexible elements such as beams or shells, taking
advantage of our geometrically exact formulation.
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Abstract—This paper presents the results of the simulations 
done to validate and analyze the performance of the modified 
feedback linearization control for an underactuated four Cable-
Driven Parallel Robot (CDPR). Different conditions are defined 
with varying payload, velocity and trajectory and the response 
of the system using the proposed control is presented. It is shown 
that the solution stabilizes the system behavior and performs 
efficiently under varying conditions. 

Keywords—modified feedback linearization, underactuated, 
cable robot 

I. INTRODUCTION

Cable-Driven Parallel Robots (CDPRs) is a special 
variant of traditional parallel robots in which the moving 
platform (MP) is connected to the base frame by a set of 
cables whose lengths are adjusted by actuated winches [1]. A 
CDPR is fully constrained if the end effector pose can be 
completely determined when actuators are locked and, thus, 
all cable length are assigned. Conversely, a CDPR is 
underconstrained if the end-effector preserves some 
freedoms once actuators are locked. This occurs either when 
the end-effector is controlled by a number of cables smaller 
than the number of degrees of freedom (DoF) that it possesses 
with respect to the base or when some cables become slack in 
a fully constrained robot [2]. In addition, if the number of 
actuators is less than the number of generalized coordinates 
needed to completely describe the manipulator, the robot is 
underactuated and thus inherently underconstrained as well 
[3]. 

Application of underactuated CDPRs with a limited 
number of cables can be found in tasks requiring a limited 
number of controlled DoFs or when a limitation of dexterity 
is acceptable in order to decrease complexity, cost, set-up 
time, the likelihood of cable interference, etc [4].  

The application of classical input-output feedback 
linearization has been presented in [8].  However, the work 
did not show the effect of internal dynamics on the platform 
behavior at various points. The main contribution of this work 
is to present the effects of internal dynamics on the MP and 
to propose a modified feedback linearization control to 
stabilize the values of cables tensions which in turn helps in 
stabilizing the DoFs of the moving platform (mainly the 
platform orientations). The simulation results indicate that 

the modified control law performs significantly better than 
the classical I/O feedback linearization and can be 
implemented in the real prototype for validation. 

The paper is organized as follows: section II presents the 
classical dynamic model of the CDPR. Section III presents the 
proposed modified feedback linearization method along with 
the mathematical preliminaries and the simulation conditions. 
This is followed by the results section presenting the various 
simulation results obtained. The final section concludes the 
work by highlighting the insights from the work and the future 
work to be done.  

II. DYNAMIC MODEL OF THE CDPR

The modelling and analysis methods developed for 
conventional rigid link manipulators cannot be directly 
applied to the cable-driven robots because of the unilateral 
constraints where the tensions in the cables must be 
considered [5]. 

A general sketch of cable-driven parallel robot is shown 
in (Fig. 1). 

Fig. 1: Simple sketch of one of the cables of the CDPR 

A fixed reference frame (O, x, y, z) attached to the base of 
a CDPR is referred to as the base frame. A moving reference 
frame (P, x’, y’, z’) is attached to the mobile platform where 
P is the reference point of the platform to be positioned by 
the mechanism. From (fig. 1), ai and bi are respectively 
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defined as the vector connecting point O to point Ai and the 
vector connecting point P of the platform to the point Bi, both 
vectors being expressed in the base frame. The position p of 

the mobile platform is given by . In order to reduce the
complexity of computation in modelling, we assume the 
following [6]: 

1) The mass of the cables is negligible and the cables are
non-elastic.

2) The ith cable is assumed to be taut between points and is
therefore considered a straight segment and is denoted
by .

3) The moving platform is assumed to be a rigid body,
defined by its mass and inertia matrix.

The equations of motion for a CDPR can be derived
using Newton–Euler formulations provided all cables are in 
tension as shown in (1) [7]. 

  (1) 

In this equation, m denotes the mass of the moving 
platform with the payload, IP  is a 3×3 matrix and denotes the 
inertia tensor of the end-effector about point P in the base 
frame, I3×3 is a 3×3 identity matrix, g denotes the gravity 
acceleration vector, τ denotes the vector of cables forces 
while scalar ti denotes the tension force of the ith cable,

 denotes the velocity vector of the orientation,

 denotes the position vector. Consider 

 as generalized coordinates vector, in which 
 denotes the vector of a set of Euler angles. 

With this definition, the rotation matrix can be written in 
terms of Euler angles as: 

  (2) 

where, s and c represent sin and cos functions, respectively. 
The angular velocity of the end-effector can be written in 

the following form, 

  (3) 

 (4) 

in which, 

  (5) 

The equations of motion can be written in terms of X 
using the notations defined above. By some manipulations 
these equations may be derived as, 

  (6) 

where, 

 

in which, the matrix  is a skew-symmetric matrix.
The Jacobian transpose of the CDPR is given by  

  (7) 

where,  is the unit vector giving the direction of the ith

cable from its end point on the base frame (O) to its end point 

on the MP and  is the vector from the MP centre of gravity
P to the end point Bi expressed in the inertial frame. 
Equation (6) is finally represented as  

 (8) 

where,    

Equation (8) is then used for the implementation of the input- 
output feedback linearization method.  

III. MODIFIED INPUT-OUTPUT FEEDBACK LINEARIZATION

The simulation results of classical input-output feedback 
linearization (I/O FL) can be found in [8], [9]. A modified 
input-output feedback linearization approach has been 
proposed in [10] to reduce the effect of oscillatory internal 
dynamics due to the classical I/O FL and stabilize the system 
behaviour.  

As the name suggests, this modified control is based on 
classical input-output feedback linearization. The novelty of 
this approach is that instead of using two different techniques, 
the same control law is executed on two separate branches. 
The output from each branch is then combined and given as 
the input to the system. 

Fig. 2. Block diagram of the proposed modified feedback 
linearization 

A. Mathematical preliminaries for input-output feedback 
linearization 
The mathematical approach of the input-output feedback 

linearization (I/O FL) method for a nonlinear MIMO dynamic 
system of nth order with m number of inputs and outputs is 
presented in this section. Further explanation of the technique 
in detail can be found in [11]. Consider a MIMO system 
described in the affine form as given below: 
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     (9)

…

where, i= 1..m – ith inputs,  j=1..m – jth outputs,   is 
state vector, ui(t) is control input, yj(t) is the system output, 
f(x,t), gi(x,t) and hj(x,t) are smooth nonlinear functions. 

The basic principle of the input-output feedback 
linearization method is in finding an input transformation in 
the shape 

                          (10)

Where vi is the new input,  are nonlinear
functions. 

Fig. 3: Block diagram representation of the input-output 
linearization 

Equation (10) helps in creating a linear relationship 
among the outputs yi and the new inputs vi decoupling the 
interaction between the original inputs and outputs. 
Following this decoupling, control algorithms for each 
subsystem with input and output independent of each other 
can be synthesized using the conventional linear control laws. 
In order to achieve this, each output is repeatedly 
differentiated until the input signals appear in the expression 
of derivation. The individual derivatives of outputs are 
calculated using lie derivatives which are marked as Lfh and 
Lgh. The first derivative has the form 

(11) 

where, 

If the expression  for all i,, it means that the

inputs have not appeared in the derivation making it 
necessary to continue with the differentiation process till at 
least one input appears in the derivation. The resulting 
derivation takes the form  

 (12) 

where, rj represents the number of derivatives needed for at 
least one of the inputs to appear, also known as the relative 
order.  

This approach is followed for each output yj. The 
resulting m equations can be written in the form 

  (13) 

where E(x) is a m × m matrix of shape 

 

If the matrix E(x) is regular, then it is possible to define 
the input transformation in the shape 

  (14) 

Once the input transformation is completed as shown in 
(14) the linear control law is used to propose a feedback 
control for the linear system to ensure the desired behaviour 
of the nonlinear system using the conventional techniques. 
The relative degree (ri) of the individual output is then used 
to calculate the overall vector relative degree of the system 
(r) to analyze the concept of internal dynamics. 

 (15) 

From equation (15), we will be able to calculate to vector 
relative degree of the system (r). If the vector relative degree 
is less than the number of states of the system (n), there exists 
internal dynamics (ID) in the system. In order to apply the 
classical I/O feedback linearization, it is important to study 
the effect of ID on the overall behavior of the system. 

B. Simulation Parameters 
The application of classical input-output feedback 
linearization for a CDPR model can be found in [8]. The 
corresponding values of α, β, γ for the starting and final point 
is calculated from the static equilibrium program developed 
by the authors in [12]. The simulation parameters are as 
shown in table I and II. 

TABLE I. SIMULATION PARAMETERS FOR THE CONTROL LAWS 

Room dimension (m) 5*5*3 

Platform dimension (m) 0.5*0.5*0.2 

Max. and Min. cable tension (N) 500N and 1N respectively 

Starting point(t=0) x=2, y=0.5, z=1.5 

Final point(t=10) x=2, y=2, z=1.5 

Mass of the platform including the 

object weight 

30kg 

TABLE II. CABLE ATTACHMENT POINTS FOR CENTRE OF MASS 
AT A HEIGHT OF 1.5M FROM BOTTOM 

Cable no. MP Base 
Cable 1 [2.25,2.25,1.7] [0,0,3] 

Cable 2 [2.25,2.75,1.7] [0,5,3] 

Cable 3 [2.75,2.75,1.7] [5,5,3] 

Cable 4 [2.75,2.25,1.7] [5,0,3] 

IV. RESULTS

The results of the simulation done are presented in this 
section. The initial results present the comparison of the 
proposed modified feedback linearization with the classical 
feedback linearization approach. Following this, two different 
conditions are presented. The performance of the proposed 
law with different payloads on the platform and with different 
payload on the input transformation block is also presented. 

A. Comparison with classical feedback linearization 
This section presents the comparison between the classical 
I/O FL and the proposed modified feedback linearization. 
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The simulation parameters are given in table I and II. A 
quintic polynomial was used to generate the desired trajectory 
to obtain smooth values for the acceleration and velocity.  

Fig. 4: Cable forces using the classical I/O FL for the 
simulation parameters considered 

Fig. 5: Cable forces using modified FL 

Fig. 6: Variation of platform orientations with modified I/O 
FL and classical I/O FL respectively 

The cable forces generated by the modified control law to 
follow the desired trajectory is shown in fig. (5). It is seen that 
the values of the forces are positive and within the limits 
defined in table 1. Figure 6 shows the comparison of the 
platform orientation values generated by the modified control 
law and the classical I/O feedback linearization. It is clearly 
visible that the orientation values are more stable with the 
application of modified feedback linearization. 

B. Modified feedback linearization with different payloads 
The performance of the modified control for different 

payloads is presented here. Three different cases are 
considered and explained as follows: 

Case a): The payload acting on the platform is reduced 
from 30kg to 25kg after 1 second and maintained at 25kg till 
the trajectory completion time is reached (10s). The payload 
is then increased to 30kg during the resting period (till t 
=25s).   

Fig. 7: Cable forces when mass on platform is reduced to 
25kg during trajectory and then again to 30kg during resting 

time 
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Fig. 8: Platform position when mass is reduced to 25kg 
during trajectory and then again to 30kg during resting time 

Case b): The payload acting on the platform is increased 
from 30kg to 35kg after 1 second and maintained at 35kg till 
the trajectory completion time is reached (10s). The payload 
is then brought back to 30kg during the resting period (till t 
=25s).   

Fig. 9: Cable forces when mass on platform is increased to 
35kg during trajectory and then again to 30kg during resting 

time 

Fig. 10: Platform position when mass is increased to 35kg 
during trajectory and then again to 30kg during resting time 

Case c): The payload acting on the platform is 
maintained at 30kg till the trajectory completion time is 
reached (10s). The payload is then reduced to 25kg during the 
resting period (till t =25s).   

Fig. 11: Cable forces when mass on platform is 30kg during 
trajectory and then reduced to 25kg during resting time 
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Fig. 12: Platform position when mass is 30kg during 
trajectory and then reduced to 25kg during resting time 

It is evident from these cases that even though there is 
variation in the cable forces due to the changes in the payload, 
the control law is able to maintain the stability in the position 
and orientation of the platform. The cable tension values are 
also within the limit set for the study with no negative values 
generated. 

C. Modified feedback linearization with different payload 
for the input transformation block 
In this section, the payload in the input transformation 

block of the control law is kept at 25kg, while the actual 
payload acting on the platform is 30kg. This is done to 
understand the behavior of the system when the mass acting 
on the platform is more than the payload the control is 
designed to act on.  

Fig. 13: Cable forces when mass on platform is 30kg and 
25kg for input transformation block 

Fig. 14: Platform position when mass on platform is 30kg 
during trajectory and then reduced to 25kg during resting 

time 

From the figures above, it is clear that the proposed 
control law is able to achieve the desired position. However, 
there is sudden change in the force values which has to be 
avoided to prevent damage to the actuators.  

V. CONCLUSION 

The performance of the proposed modified control law 
has been presented in this study. Several conditions were 
considered and the behavior of the system is shown through 
simulations. The results obtained indicates that the modified 
control law is able to perform efficiently keeping the system 
stable. Future works will involve the experimental validation 
of the law and the effect of cable elasticity on the system 
model.  
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Abstract—In recent times, automation has been one of the 
most important aspects of industrial applications. Collaboration 
between the humans and robots has been a key factor for the 
development of industries of the future where mutually, humans 
and machines, can work and carry out important tasks together. 
The focus of this work is to create a method for Human-Robot 
Collaboration (HRC) application, with the goal of setting up 
robots with certain safety measures in such a way that it actively 
supports a human completing it. The paper starts with an 
introduction to synchronized human-robot collaboration and the 
safety aspect of the system. It is then elaborated by an extensive 
study on image processing and application of computer vision used 
here in order to accomplish a given set of tasks.

Keywords—Synchronized-HRC, Safety, Pick and Place,
Computer vision

I. INTRODUCTION 

Human-Robot Collaboration as the name suggests, is the 
process in which both humans and robots work and interact 
with each other, without the need of any physical barriers 
between the work areas. This increases the productivity by 
combining human’s ability to judge, react and plan, along with 
the robot’s capability to do repetitive and risky tasks. It 
permits human operators to pay attention to operations with 
high added value or demanding high levels of adroitness, thus 
freeing them from monotonous or potentially dangerous 
situations [11]. With collaborative robots being introduced to 
assembly lines, manipulators are able to work in closer 
approximation with human operators to a point that tasks or 
stages in the assembly process have their roles overlap. 
Human and manufacturing errors are important factors to take 
into account, nonetheless, with the preprogrammed nature of 
manipulators it would be impractical to implement a 
collaborative system without the use of sensors that account 
for such errors and make the handling of the task robust. 
For the collaboration between humans and robots, safety and 
interaction are the key factors for it to be successful. Before 
carrying out any given set of tasks, the safety of human beings 
and the equipment in use around the machines should be 
guaranteed as it is quite essential even if the collaboration is 
not effective [18]. HRC-capable robots or cobots [17] as we 
call them, offer great flexibility and can work without safety 
apparatus in many applications, however, a certain level of 
collaboration can still be achieved without necessarily using 
them.

Physical interaction between humans and automatons is 
unavoidable in most of the cases and even looked-for when 
they share a common workplace or even work hand in hand. 
Some of our goals regarding the safety aspect of the whole 
systems include developing a sensor system that monitors 
workplaces and detects contact between humans and robots 
even before it happens [3]. Along with that the usage of 
manipulator ensures safety during interaction and cooperation 
with humans without conventional separating barriers and 
lastly, testing the whole arrangement, sensors and controllers 
for use in shared work areas. 
Using image processing along with robotics, is widely used in 
recent times and has added a lot of opportunities in 
productions. Considering the complications and monotony, 
using robots for this process is effective and shows to be 
enhancing productivity.  Sorting is not an easy process rather 
it requires a number of complicated steps which include detail 
extraction, detection, training the data and at last processing. 
The set of objects that have to be sorted are pre-trained to the 
computer that is controlling the camera. This helps in the 
detection of these articles from the rest. The object locations 
and orientations are then sent to the controller, which in turn 
will then use this position to pick up the desired object and 
place it in a predefined location. 
This work is divided into four main parts. First, the paper gives 
an overview about the safety aspect of human-robot 
collaboration in our trials. In the second part, the detailed 
theory behind the computer vision and image processing part 
in our setup is expounded, followed by a brief analysis of 
training and processing involved. Finally, the paper is 
concluded by giving a brief idea about the future works and 
the system in whole.

II. SAFETY ASPECTS OF THE SYNCHRONIYED COLLABORATION

A. Synchronized-HRC
Since the very introduction of modern robotics, a large amount 
of attention has been given to the safety pertaining to the 
Human as well as the robot. Conventional industrial robots are 
enormous, heavy and can move about at high speeds. These 
conditions make it necessary to prevent collisions between the 
robot and a human who may enter the robot workspace, to 
avoid harm to the individual. The approach set by the previous 
standard [1] to avoid such collisions or other occurrences that 
may result in injuries, was to establish an obligatory 
separation between human and robot workspaces, by detecting 
human interruptions in robot workspaces, and adjusting the 
robot actions accordingly.
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Figure 2: Spectrum and definition of cooperation / Human and 
robot cooperation is not the same as Human-Robot-Cooperation 

[2,16]  

There are several downsides that inhibit them from being 
extensively instituted to production environments. Even if the 
practical challenges of devising and deploying such systems 
have been surmounted, the operators’ safety will always be the 
primary factor for achieving acknowledgment [5][15]. The 
present applications separate the human from the robots’ 
working areas for the operators’ safety to be guaranteed. 
Physical safeguards might not be practical in all cases when 
both humans and robots are working together, one might need 
to either use speed limitation or separate the workstations. It 
must be made sure that the robot is either constantly aware of 
its surrounding or that it has been programmed in a way that 
it does not create any conflicts with the cooperating human.

The general idea of the whole system is to prevent any injuries 
that might occur when both the human and the robot are 
working together. That being said, the human can continue 
working on one of the workspaces while the robot is working 
on another. Once the human has completed the task, they can 
change the cell in which they are working and go to another 
one. Simultaneously, the robot can search for the assembled 
part in the workspace where the human was working before 
and if it is completed, it can then move to grip the finished 
part. The safety system should ensure that under no 
circumstances a collision should occur. The sensors should 
check if an individual is in the cell and communicate the same 
information to the controller. If there is a human present, the 
robot should completely stop moving until the operator has 
left the cell. 

B. The system’s safety aspects
The system being discussed in this paper is built around 
KUKA KR6 [8] with a KUKA KRC4 Compact controller [9] 
and for it to work, there must be exactly one safety interface 
in use. There are many different interfaces on the controller, 
but the one that is being used for the safety of the system is the 
X11 [10] interface which is discrete and non-Ethernet based. 
Light curtains, safety laser scanner and a safety mat are 
connected to the X11 interface with the use of a safety PLC. 
Light curtains [13] (Figure 4: Light curtains emits a 2D 
protective grid which is used to detect human obstructions
[13].) span a two-dimensional safety surface in front of the 
danger zone. Breaching the safety surface leads to a warning 
signal or an immediate machine stop. It consists of two main 
parts: a transmitter and a receiver. The transmitter comprises 
of multiple LEDs that sends pulses of infrared light to the 
receiver. Each pulse emitted are in sequence and are emitted 

at a specific frequency. The receiver pairs with the transmitter 
and expects the pulses in the right sequence and timing. It has 
to be made sure that the transmitter and the receiver are 

arranged such that persons or parts of the body are reliably 
detected when they enter the hazardous area and also in such 
a way that reaching under, over and around as well as moving 
the safety light curtain is prevented. 
Safety laser scanners [14] (Figure 3) are also electro-sensitive 
protection device (ESPE) which uses two-dimensional 
infrared laser beams to scan its environment. As soon as an 
object located in the protective field, created by the scanner, 
moves or obstructs the field, the scanner signals the detection 
by changing the signal at the safety output. It operates on the 
principle of time-of-flight that is it emits light pulses in 
regular, very short intervals, if the light strikes an object, it is 
reflected. The safety laser scanner receives the reflected light. 
The safety laser scanner calculates the distance to the object 

based on the time interval between the moment of 
transmission and moment of receipt. Safety mats are 
pressure-sensitive safeguarding equipment that are designed 
to detect presence of people on the sensing surfaces. They 
have two conductive hardened steel plates that are held apart 
by non-conductive compressible separators. 
The system is constructed in such a way that all the above-
mentioned sensors can work individually. However, all the 
sensors can work together so that if any of the safety sensor is 

Figure 1: Basic outline of the system, the work cells are in blue 
surrounding the central robot cell, the safety mat and the laser 
scanner cover the areas where the human can stand. 

Figure 4: Light curtains 
emits a 2D protective grid 
which is used to detect 
human obstructions [13].

Figure 3: Safety laser scanner 
spans a protective laser field in 
an area which detects human 
obstructions [14].
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obstructed, the whole system can take appropriate actions to 
make sure the environment is again safe to resume any 
stopped processes. 

III. USAGE OF COMPUTER VISION AND IMAGE PROCESSING 

TECHNIQUES

With the aid of computer vision and image processing 
techniques, the robots can see the results of human tasks and 
fulfil their own task in the process, reducing the effort needed 
for error checking. The techniques used will be abstracted for 
the purposes of this paper. The specific application of 
computer vision with robotics that is covered here is scanning 
a workbench for products that have been assembled by human 
operators and examining false assemblies from finished 
products. The position and orientation of the detected product 
are calculated then given as vectors, which are translated into 
coordinates for the manipulator to move to and grasp the 
object, which in turns moves to a predetermined location. This 
is essentially pick and place application. 

A. Methodology
The test bench is a preassembled demonstration station with 
four sections in which a KUKA KR-SIXX 900 was installed 
in the middle of this station. The robot is controlled using the 
KUKA KRC4 Compact robot controller. The KR-6 was fitted 
with an attachment at the flange which allows for a depth 
camera to be mounted. The camera used for the application is 
an Intel RealSense D435i [6]. It has universal shutter with a 
3μm x 3μm pixel size and has an Inertial Measurement Unit 
(IMU) inbuilt. It uses Active IR Stereo technology to obtain 
the depth data. Other than the depth stream, an RGB stream is 

also present which is used by our pre-trained model to find the 
required object. 

� Given any set of objects on a bench within the view of
the camera and the reach of the manipulator, an object

or group of objects that have been pre-taught to the 
computer controlling the camera are detected from the 
rest:

1. The object locations and orientations are
given as vectors describing translation and
orientation in the coordinate system of the
camera

2. The position vectors are then translated to
the coordinate system of the controller in
order to know the position the gripper must
take in order to grasp the item properly

� Once the position has been received by the controller,
it will then use this position to pick up the desired
object and place it in a predefined location.

The whole operation can be divided into four main 
components – Feature extraction, Object detection, 
Training and Processing. 

1) Feature extraction
Feature plays a very important role in the area of image 
processing. These methods are employed to get characteristics 
that will be useful in sorting and recognition of images. 
Feature extraction illustrates the pertinent shape data 
contained in an object model so that the task of categorizing 
the object is made easy by a formal process. In image 
processing, feature extraction is a distinct way of 
dimensionality reduction. The main goal of feature extraction 
is to acquire the most significant information from the original 
data and represent that information in a lower dimensionality 
space. It is mainly divided into two general stages: Detail 
selection and Classification. 

To understand the context of feature extraction it would be 
helpful to provide a brief synopsis of stereoscopic vision. 
Stereoscopic vision is the ability to infer depth using two 
visual inputs that overlap the same area. This is the same 
ability that humans have on an intrinsic level when viewing 
objects with both eyes. The reason a second visual input, such 
as an eye or camera, allows for an image of depth is because 
stereoscopic vision takes advantage of several unique 
geometrical properties, such as epipolar geometry, in order to 
resolve ambiguity of depth, creating an accurate estimate of 
depth by use of triangulation. This essentially means that any 
point in the view of the depth camera will be encoded into a 

Figure 5: Flowchart of the system in operation

Figure 6: The pick and place application system components
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depth value associated with a pixel. This pixel will be a 
projection of 3D space onto a 2D depth map.
First the camera is calibrated on the flange of the robot using 
the 4-point method. Here four points belonging to the same 
plane are considered.  The coordinates of these points are read 
in pixels from the camera, also the real coordinates with 
respect to the robot are read by jogging the robot to each point. 
Finally the transformation matrix from pixel to millimeter is 
calculated and used in what follows.  
When the depth of an image is analyzed, the farther an object 
gets, the redder it would appear in the image. This is a 
visualization of a depth map where the values are normalized 
to be represented by visible colors, with blue being closest and 
red being the farthest. The actual values for each pixel are 
stored as a float representing distance in millimeters. In a 
semantic Segmentation of the image, each object group is 
assigned its own color so that visual cues can be used by 
human operators. What happens as a result is that any 
segmented object can be taken and its depth from the camera 
can be found using the same pixel range used in the segmented 
view. From there, a 3-Dimensional representation of the scene 
captured can be reconstructed in the coordinate system of the 
camera. Taking this 3-Dimensional map generated by the 
camera, We take the pose of the camera, represented by

the coordinate system of the

manipulator. This information is then used in order to translate 
the points captured by the depth map into Cartesian points in 
the coordinate system of the manipulator. The regions that are 
of relevance (i.e. the detected objects) will have their position 
translated to the coordinate system of the manipulator as 
Cartesian points, which the manipulator can move to in order 
to grasp the desired object.

2) Object detection
Object Detection is a subset of computer vision and one of the 
most important part of it. As the name suggests, it is an 
automated method for locating objects of interest in an image 
with respect to the background. The key concern for object 
detection is that the number of objects in the foreground can 
differ throughout the whole image. The problem can be 
described as a labelling problem based on models of 
established objects. Given an image containing one or more 
objects of significance and a set of labels relating to a set of 
models known to the system, the system is supposed to 
designate correct labels to areas in the image. To overcome 
this, we have used a tradition computer network method of 
convolutional neural network (CNN). Convolutional neural 
network (CNN) is a class of deep, feed-forward artificial 
neural network that has been utilized to produce an accurate 
performance in computer vision tasks, such as image 
classification and detection [12]. CNNs are like traditional 
neural network, but with deeper layers. It has weights, biases 
and outputs through a nonlinear activation. The neurons of the 
CNN are arranged in a volumetric fashion such as, height, 
width and depth. 
For this, most of the implementation is covered using OpenCV 
[4] and a machine learning library geared towards computer 
vision called ImageAI. The library takes in a set of images that 
have been pre-labelled with correct objects, where object 
names are held by strings, and it creates a dataset from which 
it can learn how to differentiate the desired object from a 
background. After using transfer learning to teach a pre-

trained model, the objects are then detected, and that pixel 
range is passed to the depth stream so that the appropriate 
regions of the camera’s view are calculated for coordinates. 
The main reason why OpenCV and ImageAI were used is 
because they allow for generalization. This means that given 
any set of objects, an operator can take a video stream or set 
of pictures that have been labelled and allow the program to 
train on the images in order to separate the desired object from 
the background when in practice. The RGB stream of the 
camera was used for this part as it deemed the only portion for 
learning relevant, because there is much more information to 
process when it comes to point clouds, and the point cloud that 
was being received had too much noise to produce an accurate 
geometric model of the object considering the size and 
distance from the camera.

3) Training and processing
Before working with an image classification model, we need 
to train it by showing many images of objects of interest. First, 
the objects are arranged on the table along with other 
insignificant objects in various positions to account for a large 
number of angles. Then, tens of pictures are taken from as 

many angles as physically possible with an emphasis on views 
from above since this is the most common viewpoint from the 
camera (Figure 7).
The objects are then rearranged with variations in the 
background and the above process is repeated for several 
times. Next, the images are all sorted into a folder and the 
objects needed to be detected are outlined and labelled in a 
software which allows users to label an image in a GUI and 
save the output as a corresponding csv file describing the label 
and its pixel range (Figure 8).

The dataset is then passed through a CNN [7] in order to train 
a model to identify the correct objects of interest. Once the 
model is trained, the camera stream starts, and the objects are 

Figure 7: Training picture with different background, angle, 
and layout configurations
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then detected in the RGB stream. The corresponding points’ 
depth is then taken and used to calculate the pose of the object. 
After the depth detail extraction and detection have been 
considered, the information is then translated into Cartesian 
Coordinates in the robot coordinate system. The robot then 
uses this information to move to the location, pick up the 
desired object, and then place it into predetermined bin 
locations.  

IV. CONCLUSION

The work presented herein explored how the collaboration 
between humans and robots has been a key factor in the 
development of recent productions. The paper tackles the goal 
of establishing robots with a variety of safety measures in such 
a manner that it diligently assists a human in accomplishing it. 
It shows how a certain amount of collaboration can still be 
attained without essentially using robots which are 
manufactured with the primary goal of maintaining human’s 
safety. A pick and place application which involves both 
humans and the robot working together with the use of a 
specific camera technique and image processing has been 
described later. Currently, the application involves the robot 
to clutch the object from a 2D plane while in the future the 
concept would be developed to grasp the objects from a 3D 
environment. The future works also includes the expansion of 
the system to enable the robot to detect objects which are 
arranged in highly amorphous manner and then pick them up 
individually, also known as Bin-picking [19], and also to 
improve the measurement and gripping concept. 
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Abstract— Current Human-Robot Interaction (HRI) 
planning methods focus firmly on the technical side while 
neglecting the economic complexity. Simple financial 
calculations are insufficient to counterbalance the occurring 
uncertainties. Furthermore, comparisons to fenceless industrial 
robots are ignored, which leads to incomprehensive solution 
space. Therefore, we present a planning tool to determine the 
economic-optimal fenceless robot-based system under 
consideration of all relevant factors.

Keywords—Collaborative Robots, Hybrid Workstations, 
Human-Robot-Collaboration, System Design, Cell Planning

I. INTRODUCTION 

Collaborative robots (cobots) have been a vast hype topic 
as associated with Industry 4.0 and digitization. Promises such 
as easy integration and fast return on investment (ROI) in the 
early phase of the upcycle have been proven to be too 
idealistic when the first projects faced the requirements of 
safety. The resulting operating speeds and the correspondent 
cycle times were often insufficient, and many cobots ended up 
behind a safety fence to ensure the required profitability [1].
In such cases, industrial robots with external safety would 
have been a suitable alternative but were not considered in the 
first place. The problem lies in the applied procedure: by 
setting a cobot as the prerequisite, planning of task, tooling,
and cell need several iterations until the wished results are
reached (see figure 1).

In contrast, classic planning procedures focus on the cell 
at the beginning, including system concept, workflow, cycle 
time, and profitability. Safety engineering, as a core element 
in human-robot-interaction (HRI), is already conceptualized 
in the early planning phases. Based on this primal concept, 
appropriate tooling is designed for the specific task to meet the 
requirements of safety, cycle time, and flexibility. Lastly, the 
decision about robot technology is executed. However, to 
make the philosophy of cobots come true, both industry and 
research undertake various attempts to break down integration 
obstacles. 

Figure 1: Planning Sights 

To understand this in more detail, the different 
requirements on planning and commission a collaborative 
workstation must be considered. Those include the needs of 
industry and standards bodies on the practical side as well as 
the requirements of the single academic professions, such as 
factory planning, industrial engineering and economics. 
Industrial end users and system integrators aspire to identify 
the most profitable solution, independent on the utilized 
technology (industrial robot or cobot). Now, after the first
Industry 4.0 flagship projects are completed (upcycle phase), 
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more pragmatism arrives in the world of human-robot-
interaction, which makes the utilization of a cobot not 
mandatory anymore. Therefore, comprehensive planning 
methods are needed that allow parallel comparative planning 
of both technology alternatives. Consistency of the 
interrelations between all economic-relevant figures is the 
essential premise. For the sake of cost reduction, those 
methods must be simple to use, so that occurring efforts in the 
early rough planning phase can be reduced to a minimum. 
High predictability of possible deviation factors and the final 
economic result is required to enable reliable investment 
decisions and prevent follow-up costs. Therefore, the aim of 
this paper is to develop a comprehensive planning 
methodology, that considers technical and economic aspects.

II. METHODOLOGY AND APPROACH

A. DMADV Cycle
The previously described methodological problem 

requires a comprehensive solution by satisfying the needs of 
the respective stakeholders and disciplines. Although various 
methods exist, they still lack in terms of economic planning 
consistency and require, therefore, optimization. Lean Six 
Sigma (LSS) as a standard improvement toolset can be applied 
to this problem in slight modification. Initially, the DMAIC 
cycle is the core LSS principle, that consists of the steps 
Define, Measure, Analyse, Improve, and Control [2]. For 
designing non-manufacturing-based processes, innovations,
or services, the DMADV cycle is utilized. This modified 
version replaces the last steps by Design and Verify.
Fundamentally, an LSS optimization project begins with the 
definition of the procedure, its stages, and the venture itself. 
In the next phases, the required variables are measured and 
analyzed, followed up by designing a new service or in this
case methodology. In the final verification phase, developed 
results are proven regarding their applicability to practice [3].
Verification is without the scope of this paper. In the following 
paragraph, the approach for this paper is going to be explained
in further detail, which is synonymous with the define phase.

B. Approach (Define)
As the primary target, the development of an economic 

assessment method to plan industrial and collaborative robots 
comparatively is set. Therefore, technical enabling steps that 
directly or indirectly influence the economic key figures are 
collected, and the economic key figures are distilled by 
reviewing existing planning methods. Hence, the economic 
structure and interrelations can be concluded to an overall 
scheme. Scientific and methodological gaps are revealed by 
analyzing to what extent the previous planning methods 
consider all these factors. In the next step, several surveying 
methods are examined regarding their occurrence in the state 
of research and their suitability. Based on that information, a 
comprehensive planning method is concluded, that includes
both technical and economic aspects as well as the alternatives 
collaborative and industrial robot. As a basic framework, the 
author’s previous human-robot-collaboration (HRC) planning
method is used and supplemented by the findings of this 
research [4]. To outline the current state of the art and research 
in fenceless production planning, scientific and practical 
methodologies from recent publications (2017-2020) have 
been reviewed [5–12].

III. MEASURE

A. Collect Technical Enablers
To understand the influences of engineering activities on 

the economic outcome, the standard foundation, as well as the 
technical sights on the topic, need to be reflected. By 
reviewing the previously mentioned papers, the reoccurring 
design fields system, process, safety, layout/ logistics, 
human/ robot, and gripper/workpiece can be revealed, which 
are explained as follows.

Generally, system engineering begins with the analysis of 
the current state in manual execution and the definition of 
automation targets. Therefore, the considered production 
level (cell, line, etc.) and the project phases are defined. To 
define the target state, potentials in improvement and 
automation must be collected and considered regarding their 
feasibility. Throughout the whole planning project, different 
technical alternatives are assessed with various key 
performance indicators (KPI’s) and the net present value as 
an economic target figure. 

Figure 2: Activity Field “System”

At the process level, the manual execution can be 
described with various modeling methods by subdividing the 
chain into single subprocesses. Each process step can be 
modeled regarding the material and the information flow. 
Based on this process map, possible wastes according to the 
Lean framework TIMWOOD are identified as the first 
information base for automation potentials. Resulting 
automation concepts are assessed regarding the automation 
grade and the respective tasks and interactions between human 
and robot. 

Figure 3: Activity Field “Process”
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When planning robotic automation, logistics requires 
adjustment to enable material handling. In the manual state, 
the material provision is optimized for the anthropometry of 
humans. In hybrid workstations, however, both interaction 
partners must be able to handle the workpieces. Together with 
the gripper and vision system, the logistics build the 
fundament to enable the robotic operation. The resulting 
material flow is used to conclude the layout by incorporating 
restrictions regarding interrelations and space.

Figure 4: Activity Field “Layout/ Logistics”

The standards bodies set the requirements for robot 
systems, that must be matched to get the individual cell CE 
marked. Therefore, several standards must be considered 
already in an early stage of the system design. Fundamentally, 
the overall process of risk assessment and risk reduction is 
described by DIN EN ISO 12100 [13]. Further standards 
define the requirements on the robot system, the safety 
controls, and external safety equipment. For industrial and 
collaborative robots, DIN EN ISO 10218 -1 and -2 defines 
technical requirements. This standard is divided into two 
parts: while the first part is designed for safe design and 
building of industrial robots, the second part also addresses 
safety requirements regarding human-robot collaboration [14, 
15]. ISO/TS 15066 specifies HRC in much more detail. It
describes the operating modes safety-rated monitored stop 
(SRMS), hand-guiding (HG), speed & separation monitoring 
(SSM) as well as power & force limiting (PFL) [16]. Hence, 
it can be seen that HRI is possible with both industrial and 
collaborative robots. The mode selection for the individual 
application implies mode-dependent operating speeds, that 
must be included in the economic evaluation. For PFL, force 
and pressure measurements are required to identify the 
maximum allowed collaborative speed. In contrast to the
widespread opinion that a cobot can always operate in 250 
mm/s, the appropriate speed must be determined for the 
respective robot-gripper-workpiece combination for the 
specific task [16]. Safety controls are specified in DIN EN ISO 
13849, especially regarding the required SIL/ PL levels [17].
Connected external safety devices, such as laser scanners, are 
described in DIN EN 61496 for general requirements [18].
DIN EN IEC 62046 and DIN EN ISO 13855 specify the 
design requirements further, especially regarding the zone 
design and distances that need to be maintained to ensure the 
operator’s safety [19, 20].

Figure 5: Activity Field “Safety”

From an industrial engineering perspective, movements 
and ergonomics are centralized. On the one side, the walking 
ways and body movements of the operator must be assessed 
and planned, i.e. with MTM or REFA. On the other side, the 
robot paths can be simulated, i.e. with offline programming 
simulation environments. The sequencing of both movements 
and the movement design under consideration of possible 
interactions is the main task of IE. Furthermore, the safety 
requirements of the standards must be realized within the 
scope of occupational health.

Figure 6: Activity Field “Human/Robot”

To ensure handling of the produced workpiece, the gripper 
strategy and model must be selected. Therefore, the payload 
chart of the robot can be used to identify the allowed handling 
weight depending on the lever. For collaborative applications,
ISO TS 15066 demands rounded gripper edges to reduce the 
potential collision forces. Furthermore, the gripping power
must be reduced to 140N [16]. Due to this reduced force, form 
closure principles should be considered for handling. Besides 
the gripper, also the workpiece must be assessed regarding its 
influence on the feasibility of the automation project. By 
executing the pressure and force measurements, the 
workpiece’s suitability for HRI can be assessed. Sharp edges 
or corners are usually an exclusion criterion due to the high 
injury potential.
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Figure 7: Activity Field “Gripper/ Workpiece”

B. Distill Economic Key Figures
After the main technical enablers have been identified and 

described, the economic side of HRI cell planning is 
considered next. The net present value (NPV) is utilized as an 
economic optimization factor, that consists of the elements 

initial investment ( ) as well as the time-dependent (t) cash-
out flows (COF) and cash-in flows (CIF). To identify the 
optimal robot technology, two separate NPV’s are calculated 
for the alternatives “Industrial Robot” (IndRob) and 
“Collaborative Robot” (ColRob). By comparing both values, 
an economic-based decision about the advantageousness can 
be made [21, 22]. In contrast to the and COF values, that 

are equipment-dependent, the individual CIF’s require more 
effort for data collection. Therefore, the composition of this 
factor is deeper considered in this paper. Fundamentally, 
positive cash flows can be expressed as the sum of the labor 
release grade (LRG) and the annual output deviation (ΔO). 
The LRG is the percental time slice that the operator is 
relieved from its task due to automation. Within this gained 
time, other, more value-adding activities can be executed. ΔO, 
on the other side, describes the change in produced units that 
come along with automation. For the calculation of both 
factors, the execution times (ET) between the automation 
alternative and manual (M) execution are set in ratio to each 
other. 

Figure 8: Tree diagram of the NPV composition for 
industrial robots

For exact cycle time identification, the single operating 
modes in fenceless production must be observed for each 
alternative. It is assumed that external safety devices (i.e.,
laser scanners) are used to enable the robot to switch between 
operating speeds according to the operator’s proximity. 
Important to consider are the differences in available modes 

between industrial and collaborative robot regarding the 
proximity to the operator. Industrial robots utilize the 
operating modes full-speed (FS, operator absent), speed and 
separation monitoring (SSM, reduced speed, middle 
proximity), and safety-rated monitored stop (SRMS, no speed, 
high proximity). Collaborative robots, on the other side, 
replace the SRMS with PFL, which enables the cobot to 
continue working at collaborative speed even in high 
proximity to the operator. As the ratio between all three 
operating modes for each individual alternative, the human-

robot interaction grade α is used. The execution times in 

mixed operation can, therefore, be determined, by setting the 
single execution times for the speed levels ( , and )

in ratio to each other. To identify the speed-related execution 
times (i.e. via simulation), the feasible speeds need to be 
determined first. While the SSM speed can be determined via 
calculation, the collaborative speed must be identified by 
measurements (for clamping situations). However, to 
complete the calculation the CIF’s, the following factors need 
to be considered as well: the annual labor cost of the operator 
C, the value creation per workpiece VC, the number of batches 

N, the number of workpieces per batch and the annual 

working time W. 

Figure 9: Tree diagram of the NPV composition for 
collaborative robots 

IV. ANALYZE

To calculate the NPV’s, all the described data needs to be 
gathered. This information can be fundamentally subdivided 
into values that are given and ones that need to be determined. 
Given values depend on the individual production, customer,
or equipment that is used. Determination of values can be 
executed via calculation or various surveying methods. In this 
paper, only the techniques are considered, that are required for 
data collection (right column in figure 10). 

The various papers have been assessed regarding their 
methodological coverage of the single economic factors (see 
figure 11). As a result, it can be seen that there is no planning 
method yet, that enables the user to comprehensively plan 
fenceless workstations neither to compare industrial and 
collaborative robots to each other. The methodological variety 
was evaluated for each method. To determine manual 
execution times, the methods MTM, REFA, and digital human 
models are conventional. In contrast, the robot times are either 
calculated or simulated with offline programming software, 
MTM-based robot time systems, or virtual sensors. As an 
input value, the actual operating speeds are required. Speed 
and separation monitoring can be designed with calculations 
or virtual sensors. The collaborative speed can be calculated 
or evaluated with virtual collision models or virtual sensors. 
Lastly, the interaction grade can be determined with a parallel 
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robot and human digital modeling or within virtual reality 
environments.

C
u

st
o

m
er

-

re
la

te
d

E
q

u
ip

m
en

t-

re
la

te
d

R
eq

u
ir

es
 

ca
lc

u
la

ti
o

n

R
eq

ui
re

s 
m

et
ho

ds

I0 ○ ● ○ ○

CIF (t) ○ ○ ● ○

COF (t) ○ ○ ● ○

LRG ○ ○ ● ○

C ● ○ ○ ○

O ○ ○ ● ○

VC ● ○ ○ ○

N ● ○ ○ ○

Sn ● ○ ○ ○

W ● ○ ○ ○

ETIndRob ○ ○ ○ ●
ETColRob ○ ○ ○ ●

ETM ○ ○ ○ ●
ETIndRob,FS ○ ○ ○ ●

ETIndRob,SSM ○ ○ ○ ●
ETColRob,FS ○ ○ ○ ●

ETColRob,SSM ○ ○ ○ ●
ETColRob,CS ○ ○ ○ ●

SSSM ○ ○ ○ ●
SCS ○ ○ ○ ●
α ○ ○ ○ ●

● most relevant ● considered ○ not considered

Figure 10: Data sources of different variables

Even though Schröter and Zhang et al. described all factors 
in their methodologies, practical validity is not given. Some of 
the used methods are still in the theoretical concept phase and 
are not accepted by industry and, therefore, not applicable. A
critical assessment of the methodological coverage is 
explained as follows. Although those methods have been 
presented in theory, their readiness for industrial practice is 
questionable. Simulations with virtual reality, sensors, or 
collision models are possible but rarely accepted in the 
industry. Lacking accuracy and mismatching with practical 
results lead to unsharp economic outcomes, that endanger the 
realization of automation projects, which is explained further 
as follows. Firstly, digital human simulation requires a
tremendous modeling effort, especially when synchronizing 
the motions with a robot. Therefore, planning costs are higher 
compared to classical fenced-in robot cells, where the 
operation speeds and execution times can be simulated and 
optimized without external influencing factors. Secondly, 

virtual sensors systems are available but still must be designed 
according to the use case. Using virtual I/O’s (inputs/ outputs) 
is already possible in offline programming to switch between 
operating speeds and to simulate different simulations. As data 
input, the determined operating speeds according to the zone 
definition and design are a prerequisite, though. Lastly, virtual 
collision models are not that accurate yet to replace the force 
and pressure measurements that are required by ISO TS 
15066. The model would have to cover the whole system 
behavior, consisting of a robot, gripper, workpiece, and
collision surface for the collision in free space and the 
clamping scenario. Factors such as pose-dependent kinematic 
behavior, rigidity, and yielding of all single components 
would need to be simulated. The actual measurements that are
described in ISO TS 15066 are not reviewed academically yet.
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ColRob ● ○ ● ● ○ ○ ● ● ● ●

ETIndRob ○ ○ ○ ○ ● ● ● ●● ● ●●
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α ○ ○ ○ ● ● ● ○ ○ ●● ●●

Coverage

●● deeply considered ● considered ○ not considered

Figure 11: Methodological Coverage

V. DESIGN

Finally, the technical and economic dimensions are
merged to conclude a comprehensive planning method. In 
classic factory planning, a production system is planned in 
different detailing steps. This procedure can also be seen when 
comparing the planning as mentioned above methods. 
Therefore, the three phases analysis, concept, and planning are 
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used. As a fundamental framework, the author’s previous 
planning method [4] was used. Technical enablers and the 
surveying of economic values that have not been considered 
in the earlier version were supplemented. To mark, where 
economic key figures are gathered, the respective planning 
field is colored orange. In the following, a planning paradigm 
with methodological suggestions is presented.

The analysis phase begins by collecting information about 
the use case. Firstly, the production is described by gathering
information about annual operator cost, value creation per 
workpiece, number of batches, batch size, and annual working 
time. Furthermore, the process and its subprocesses, as well as 
the current layout, are documented. For a better understanding 
of the material flow, the material in-feed system, the handled 
range of workpieces, and their geometries, as well as the 
material deposit, are described. Lastly, the execution times of 
the single subprocesses are measured with either MTM or 
REFA. Alternatively, digital human models can be used, 
although modeling is tremendously higher. In the next step, 
the system is described in further detail by narrowing down 
the considered scope, such as a single workstation, cell, line,
or whole factory. The project phase is defined; for this paper,
only phases rough planning to fine planning are considered,
and commissioning is out of scope. Furthermore, the technical 
alternatives that are compared to each other are defined as 
well. 

This paper focuses on the comparison between industrial 
and collaborative robots, but further alternatives could be 
possible too. Then, the potential and feasibility analyses are 
executed by analyzing possible wastes within the process first. 
Those improvement possibilities open up a first input for 
collecting automation possibilities, i.e., with a morphological 
case. By analyzing the workpiece regarding its geometry and 
the available space, the feasibility for HRI can be assessed. If 
the workstation is not suitable for direct human-robot-
collaboration, i.e., due to sharp workpiece edges, then only an 
industrial robot with external safety is left for consideration. 
In the final step of the analysis phase, the pursued automation 
grade is defined, i.e., with levels of automation (LoA). Then, 
stepwise extensions of the functionality range are defined in 
respective integration levels. That means that such a project 
can be executed successive, by starting with integrating the 
basic functionality and then adding more features to the 
system, which can be used as milestones within the project 
charter. Those milestones need to lead to a defined target state 
that is defined from both the technical and economic side. To 
track the project progress, the single evaluation criteria are 
assessed with different KPI’s, such as the net present value for 
the economic side, the overall equipment effectiveness 
(O.E.E.) or the accessibility for the technical side and the risk 
priority number (RPN) or the result of the rapid upper limb 
assessment (RULA) for the social side. An overview of the 
evaluation criteria for HRI projects is proposed in [21] and 
[22].

Figure 12: Analysis Phase

After the analysis phase, a workstation concept is created, 
that already includes the most relevant planning items. In the 
basic concept, the planner defines the task division between 
human and operator, the single movements, and their 
sequencing. This step is closely linked with the previous 
feasibility assessment and the automation level definition.
Then, the handling principle is planned by aligning the gripper 
with vision (if required) and the logistics systems. For the 
gripping, a suitable strategy (jaws, vacuum, etc.) and an 
available model is selected. For very specialized situations, 
customizations, such as jaw design, is required. To ensure 
permanent handling, the required holding forces are 
calculated, and the gripping strategy is adjusted if needed. As 
a next step, the logistic and material flow is analyzed, 
especially regarding material provision and depositing. Based 
on the possibilities to provide the workpieces in a robot-
convenient way, a vision can be required. Therefore, a 
decision about the used technology (2D or 3D) and the 
installation (camera attached to the robot’s flange, external) 
must be made. With this information, a rough concept of the 
racks and the camera is concluded. 

As the next step, the layout is conceptualized. Therefore, 
all the single elements (material in-flow and deposit, robot, 
fixtures, etc.) are positioned first and then changed iteratively 
depending on the interrelations of the material flow. 
Furthermore, spatial restrictions are incorporated, such as 
traffic routes, safety areas, etc. Lastly, a safety concept is 
developed based on the layout variants. By identifying risk 
areas, i.e., clamping areas, appropriate measures can be 
conceptualized. By selecting the correct operation modes 
(PFL, SSM, SRMS), suitable safety equipment is concluded. 
The respective safety concept is developed in strong linking 
with the previous layout concept and is also an iterative 
process. To decide between different safety technologies 
(laser scanners, light curtains, camera, etc.), also the spatial 
restrictions of the layout must be considered. 
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Figure 13: Concept Phase

Lastly, the workstation is planned in detail in the actual 
planning phase. At first, the gripper is designed in detail under 
consideration of the collaborative requirements of ISO TS 
15066, the required gripping forces, and the gripping strategy. 
If needed, the vision system is set up and calibrated to detect 
the workpieces. Then, the logistics are designed by finalizing 
the logistics systems (i.e., flow racks) and calculating the 
required capacities. A final test up of all elements guarantees 
the functionality of the developed system. Secondly, the risk 
areas are assessed, and detail and the required safety zones are 
designed and implemented. That includes the SSM distances 
and stopping times dependent on the operator’s proximity as 
well as the definition of different areas in the functional safety 
unit. For collaborative robots, the force and pressure 
measurement must be executed with a dedicated measurement 
device. These measurements are required for quasi-static and 
transient contact situations and deliver the allowed 
collaborative speed during operation. Then, the movements 
and interactions are planned by calculating and simulating the 
operator and robot movements. Appropriate methods are 
MTM, REFA, digital human models, offline robot 
programming, and simultaneous human-robot models. The 
advantage of simultaneous modeling lies in the precise 
determination of the human-interaction-grade α. For separate 
modeling, assumptions about the interaction phases are 
required, i.e., with Gantt diagrams. Finally, the layout is 
designed in a final stage by incorporating all restrictions that 
were collected during the previous phases. Layout 
optimization should be executed under the objective of cycle
time and safety optimization. Therefore, the fine positioning 
is performed iteratively to match this optimization target. 

Figure 14: Planning Phase

VI. RESULTS

This paper presents a planning framework to make an 
economic-based decision for identifying the optimal robot 
technology in fenceless production systems. Therefore, the 
technical enablers have been reviewed, that are required to 
develop such systems. Furthermore, an economic structure 
was presented that assists in calculating the net present values 
for the two alternatives industrial and collaborative robots. By 
reviewing existing practical and scientific planning 
approaches, it has been revealed that current methodologies 
lack the determination of all required factors to make a sound 
investment decision. Although some procedures describe all 
parameters, the surveying and determination methods are still 
insufficient regarding practical applicability. A planning 
methodology is presented that includes all the required steps 
to plan those systems and gather the required information. 
Fundamentally, the phases analysis, concept, and planning are 
proposed. For each substep, suitable methods have been 
reviewed and presented to give the planner a range of 
available tools. 

Figure 15: Overall Planning Framework
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VII. CONCLUSION AND OUTLOOK

In this paper, we contribute to the development of an 
applicable planning method to streamline investment 
decisions between industrial and collaborative robots in 
fenceless production. To comprehend the exact mathematical 
relationships, another paper is currently prepared for 
publication. The considered factors focus primarily on those 
that are relevant for the cash-in flow determination. Since the 
initial investment (cost for equipment, training, 
commissioning, etc.) and cash-out flows (maintenance cost, 
service, etc.) are dependent on the use case, the determination 
of these figures was not described. In the future, practical tests 
are recommended to validate the practical applicability of this 
approach. 
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Abstract—The use of sensitive robots is of great importance,
especially since the introduction of human-robot and robot-
object interactions. In addition to ensuring safe cooperation
between human and machine, sensitive robot systems also offer
the possibility of identifying their environment with the aid
of their intrinsic sensors. This sensor technology, in the form
of force and torque sensors, and the closely related control
strategy, differs partial between different robot manufacturers.
Furthermore there are numerous external sensors that enable a
conventional robot to interact with its environment. This paper
deals with a practical oriented comparison between the KUKA
LBR iiwa and the Universal Robots UR 10e regarding their
ability to perform sensitive or force controlled applications.

Index Terms—Sensitive Robotic, KUKA LBR iiwa, Universal
Robots UR 10e, Force-torque-sensor, Force Accuracy

I. INTRODUCTION

Since the beginning of technical production, people have
wanted to make production processes more effective and
efficient (rationalisation). This development, up to the flexible
automation demanded today, always has the same following
goals in mind:

• Increase in productivity,
• Shortening of production times,
• Facilitation of human work,
• Reduction of costs,
• Increase in quality. [1]

With increasing globalization and networking, the process
speeds of this world are increasing more and more. Increas-
ing international competition, strongly fluctuating demand for
products coupled with customer-specific product requirements
have resulted in a continuously rising number of variants and
at the same time enormous cost pressure for years. For most
companies, this has made the field of action more dynamic,
unpredictable and turbulent. [2] [3]

Fig. 1. Development of the use of industrial robots [4].

The history of industrial automation is characterized by
periods of rapid change and development. In particular,
the use of industrial robots, which began in the 1960s, is
considered the latest trend in the context of automation of
manufacturing and assembly processes [5]. This is underlined
by the development of the use of industrial robots in figure1.
Even today, industrial robots are primarily used for repetitive,
dangerous or heavy tasks [6], making it possible to perform a
large number of such manufacturing processes automatically
and without the use of human workers [7].

In order to further increase the flexibility of robot-based
production and assembly systems, the field of human-robot
collaboration (HRC) and sensitive robots are considered to be
particularly promising and are therefore massively developed.
By means of HRC different forms of cooperation are tried to
combine the strengths of humans and robots in synergy. [7]
Especially the intelligent use of sensor technology enables a
robot to interact not only with human being but also with its
environment. The latter is the focus of this paper.

In order to realize the mentioned interaction with the
environment, sensitive robot systems are used, which are able
to perform force- or torque-controlled applications. Especially
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force-controlled applications offer a high application potential
in industrial environments. On the one hand, it is possible to
adapt the robot path based on the sensor technology and on
the other hand to identify the environment.

In this context, different approaches are depending on
the robot manufacturer. This means in particular that the
design of the sensor technology and the associated control
strategy can differ enormously.

II. SENSITIVE ROBOTS

There is no clear definition of the term sensitivity. Based
on the measurement technology DIN 1319, sensitivity is
defined as the change in the value of the output variable of
a measuring instrument in relation to the causal change in
the value of the input variable [8]. Derived from the context
of robotics, the input variable can be understood as force or
torque and the output variable as electrical voltage or current.
Thus, the robot is not allowed to run a program in a purely
position-controlled manner, but to adapt the path due to the
change in electrical voltage and current, which are directly
proportional to the speed and torque of the electric motors.
This allows the robot to react in real time to the feedback of
a force sensor and thus to deviate from its programmed path
and speed [9] [10].

It is precisely this integration of additional sensors or
modern control engineering methods that are increasingly
leading to the use of robots with sensitive functionality.
This technological extension paves the way for collaborative
robot applications which, in addition to ensuring physically
safe cooperation between humans and robots, also enable
sensitive movements or tasks. The development of sensitive
serial robots inspires further developments within robotics
and numerous accompanying technologies. However, it also
poses major challenges due to high expectations on the part
of industry. [11]

Sensitive robots have been available on the market for several
years now, in addition to the conventional industrial robots.
Sensitive manipulators and conventional robots with adequate
sensors make it possible to implement HRC applications
(applications in the field of human-robot collaboration), as
they can determine forces acting on the robot arm [11].
Industrially used systems include the KUKA LBR iiwa,
the Universal Robots UR10e, the Franka Emika Panda, the
Yaskawa MOTOMAN HC 10, the Doosan Robotics M1013,
the DENSO COBOTTA and the Fanuc CR-35iA. These are
shown in figure 2.

Fig. 2. Overview of sensitive robots suitable for industrial use [12] [13] [14]
[15] [16] [17] [18].

The enablers that set these robots apart from conventional
robots and thus enable sensitive tasks are internal software
modules in conjunction with specific sensors. This enables
the implementation of numerous safety functions of robots,
such as force limitation or path monitoring. [19]

Furthermore, the sensor technology mentioned above
offers far more potential than a human-robot cooperation
application. By means of these sensors, various assembly
tasks requiring sensitive behaviour can be transferred from
the human to the machine, in this case a robot.

Interests at this point are first of all the concepts of the
different robot manufacturers, how and especially what kind
of sensors are used. The following overview shows the
sensitivity respectively the Force/Torque recording of the
integrated sensors of the industrial robots shown in figure 2.

Robot:
Property: Force/Torque recording

KUKA LBR iiwa Integrated torque sensors in each axis
Universal Robots
UR 10e

Electrical current monitoring (dual
channel), Integrated force/torque sensor
in the flange

Yaskawa
MOTOMAN HC10

Integrated force-torque sensors in each
axis (optical sensors)

Franka Emika Panda Integrated torque sensors in each axis
Fanuc CR-35iA Force and torque sensor in the base
Denso Cobotta Integrated speed and torque sensors in

each axis
Doosan M1013 Integrated torque sensors in each axis

TABLE I
OVERVIEW OF THE SENSITIVE PROPERTIES OF SELECTED SENSITIVE

ROBOTS SUITABLE FOR INDUSTRIAL USE [12] [13] [14] [15] [16] [17]
[18].

Table I shows how the different robots measure and
recognize external forces and torques. The corresponding
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sensors usually base on so-called strain gauges, only the
Yaskawa MOTOMAN HC10, in contrast, has optical sensors.

It is also noticeable that the place where the forces and
torques are recognized is designed differently. As a result, the
force/torque determination depends on the location, which
is shown in Fig. 3. A differentiation is made between the
determination

• at the flange
• in the joints
• in the base.

Fig. 3. Overview of the operating principles of selected sensitive robots
suitable for industrial use [12] [13] [14] [15] [16] [17] [18].

Some force-guided case studies or applications are shown
in the figure 4.

Fig. 4. Examples of force-controlled machining processes [20].

It shows common application scenarios of sensitive robots
for the execution of force-controlled movements in the context
of machining of components. In addition, there are also
practical applications in this respect in the context of assembly
operations. This is shown in Fig. 5.

Fig. 5. Example of a force-controlled assembly process [21].

These two figures once again illustrate the potential of force-
controlled applications of sensitive robots, since this is the only
way to automate various processes.

III. STATE OF THE ART

A. Force Control

As mentioned in the introduction, not only sensitive robots
with intrinsic sensors are able to perform force controlled
applications. The beginning of the development of force-
controlled applications goes back three decades. This illus-
trates the potential of force-controlled applications and espe-
cially the interest of research, science and industry in this area.
Force control also plays a fundamental role in the achieve-
ment of robust and versatile behavior of robotic systems
in openended environments, providing intelligent response in
unforeseen situations and enhancing human–robot interaction.
[22]

B. Strain gauges

Strain gauges are nowadays used in many technical ar-
eas. In addition to measuring strain, they are also ideal for
building transducers for mechanical measurement quantities.
In these transducers, strain gauges measure the strain that the
mechanical quantity to be measured by the transducer causes
in the measuring body of the transducer. In this way it is
possible to measure indirectly e.g. forces, pressures or torques
with the aid of strain gauges. However, the function of the
strain gauges always remains the same. Due to mechanical
tension, mechanical strain occurs, which causes the resistance
to change accordingly. [23] The following illustration shows
how it works schematically.

Fig. 6. Principle of how strain gauges work.

In order to generate a metrologically more attractive signal,
namely an electrical signal, the Wheatstone bridge circuit is
used. This transforms the measured quantity strain into an
electrical quantity that can be easily processed further, which
is also the greatest advantage of strain gauges. In addition,
the Wheatstone bridge circuit offers excellent possibilities for
compensating to a large extent for the effects of undesirable
influences during this conversion, such as those that can occur
with temperature changes. [23]

C. Force-torque sensors

After the function of strain sensors and strain gauges in
particular was explained in the previous section, the following
section describes how the measurement of forces and
moments can be realized. The focus will be on measurement
using resistance-based strain gauges.

According to DIN, the definition of the degree of freedom
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of a body in space is as follows. ”The degree of freedom
(DoF) f is the number of possible independent movements
(displacements, rotations) of a rigid body in relation to
a reference system.” [24]. As a result, a freely moving
rigid body has a maximum of f = 6 degrees of freedom
in space, which are composed of three translational and
three rotational movement possibilities. Analogously to the
degrees of freedom of a freely moving rigid body in space,
mechanical systems can also be described by six degrees of
freedom - three forces and three torques associated with the
directions in space, as shown in figure 7.

Fig. 7. Possible degrees of freedom for forces and torques [25].

At least six sensor values are required to measure these
components. The link between sensor values Sj and the forces
and moments can be described by the following system of
equations by use of the Coupling matrix k:⎡⎢⎢⎢⎢⎢⎢⎣

F1

F2

F3

M1

M2

M3

⎤⎥⎥⎥⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎢⎢⎣
k11 k12 k13 k14 k15 k16
k21 k22 k23 k24 k25 k26
k31 k32 k33 k34 k35 k36
k41 k42 k43 k44 k45 k46
k51 k52 k53 k54 k55 k56
k61 k62 k63 k64 k65 k66

⎤⎥⎥⎥⎥⎥⎥⎦ ·

⎡⎢⎢⎢⎢⎢⎢⎣
S1

S2

S3

S4

S5

S6

⎤⎥⎥⎥⎥⎥⎥⎦ (1)

D. Force-torque detemı́nation KUKA LBR iiwa and Universal
Robots UR 10e

The robots relevant for this paper, namely the KUKA lbr
iiwa and the Universal Robot UR10e, have two completely
different ways of determining forces and torques.

While the Kuka LBR iiwa has torque sensors in each
axis, the UR 10e uses a 6-DoF force/torque sensor installed
on the flange of the robot. However, both have in common
the evaluation by means of the Wheatstone bridge circuit.

The KUKA LBR iiwa calculates the external forces and
torques F by the use of the Jacobian matrix J and the torques
in each axis τ (see eq. 2).

τ = JT · F (2)

In contrast to that, the Universal Robots UR 10e uses a 6-DoF
force/torque sensor. Figure 8 shows a frequently used design.
There it can be seen that the elastic spring body has four
axial bending beams on which the deformation is measured.
The strains are produced by the relative displacement or
rotation of the inner ring to the outer ring. The bending beams

are connected to the outer ring via elastic elements, which
primarily induces bending in the inner part of the beams.
To achieve high sensitivity, two strain gauges are placed on
each side of the beams. The four opposite strain gauges are
connected to form a Wheatstone bridge as described in section
III-B.

Fig. 8. Design and mode of operation of a force sensor with elastic spring
body with four axial bending beams for force measurement in six degrees of
freedom (from [26]).

IV. CONTROL TECHNOLOGY

In order to be able to execute force-controlled applications,
suitable control technology is indispensable. Different types
of controllers are used in the control of handling devices.
These usually include position and force controllers. The
former are used when a defined trajectory is traversed in
space, while the latter are preferably used when the end
effector is in direct interaction with the robot’s environment.
[27]

With regard to the subject matter of this paper and the
available robots at the ZeMA -KUKA LBR iiwa and
Universal Robot UR10e- the

• Position control
• Impedance control
• Force and torque control

are the most important controllers and are therefore described
in more detail in the following sections. It is essential to break
down both the similarities and differences between the two
robots.

A. Position control

Basically, two different control strategies can be pursued
- namely model-free and model-based controllers. As the
name of the controllers already implies, they differ in their
knowledge of the dynamic model of the robot. [28] [29]

Cascade control is the most widely used variant of model-free
position control for robots with electric drives. Characteristics
for this control structure are nested control loops, where the
control is performed with increasing time constants of the
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controlled variable in different levels. Thus the dynamics of
the system are taken into account. [30] Figure 9 shows the
signal flow diagram of cascade control.

Fig. 9. Signal flow diagram of the model-free cascade control [30].

As can be seen in the figure, the cascade consists of a
current, speed and position controller. Typically, the two
innermost ones have a PI structure, while the position
controller is usually designed as a proportional controller
[30] With the help of this control strategy, good path
accuracy can be achieved as long as there is no contact with
the environment. If this is the case, pure position control is
insufficient, which is why other control concepts must be used.

Besides the model-free control of a robot, there is also
a model-based method whose control loop is shown in Fig.
10.

Fig. 10. Signal flow diagram of model-based position control, based on [5].

Further information in this regard can be found in the
relevant literature [5] [31] [32].

B. Impedance control

Similar to the model-based position control mentioned
above, the impedance control is also based on the dynamic
model of the robot and therefore requires detailed knowledge
of the model in the form of special, explicit equations (see Eq.
3).

If the Newton-Euler equations are evaluated symbolically
for any manipulator, they result in a dynamic equation that
can be written in the following form [5] [22]:

τ = M(q)q̈ +C(q, q̇)q̇ +G(q) + JTF (3)

Here τ is the vector of the torques produced at the joint by
the drive, M is the mass inertia matrix, C is the matrix of
Coriolis and centrifugal moments, G forms the matrix of
weight moments, i.e. the torques produced by gravity. JT

represents the transposed Jacobian matrix and F he vector of
the Cartesian forces and torques acting on the end effector.

This equation of motion is used for the dynamic modeling
of a robot and consists of nonlinear coupled differential
equations of second order. Thus it is possible to link the
location q, the velocity q̇ and the acceleration q̈ with the drive
torques.

In general, model-based controls are less trivial than model-
free controls and therefore more complex to implement [22]
[29].

However, if the interaction of the robot with its environment
is desired, impedance control is a frequently used control
method. Basically, the impedance control is based on a virtual
mass-spring-damper system.

Fig. 11. Mass-spring-damper-system.

Figure 11 shows an example of a one-DoF mass-spring-
damper system, whose dynamics can be calculated as follows

Mm(ẍ− ẍs) +Dm(ẋ− ẋs) +Km(x− xs) = F ext (4)

Where Mm is the mass inertia matrix, Dm is the damping
matrix, Km is the stiffness matrix, F ext is the external force
and x, ẋ, ẍ are the position, velocity and acceleration. The
index s means desired in this context. If this is now extended
to the entire robot, it is possible to model the robot overall
as a virtual mass-spring-damper system and to significantly
influence the behavior of the robot during physical contact
by adapting the sizes k and d [33]. Further literature can be
found in [34] [35].

Figure 12 shows the block diagram of the impedance
control.

Fig. 12. Impedance control.
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C. Hybrid force/ position control

In case of physical interaction of the end effector with the
environment, as already mentioned, a pure position control
is insufficient, but a pure force control is also insufficient.
Typical tasks such as deburring, polishing or assembly
often require force control in a Cartesian spatial direction.
Therefore, it is useful to use a hybrid force/position controller,
the aim of which is to ensure simultaneous control of both
the end effector movement and the contact forces. This is
achieved by a division into two areas, i.e. a decoupling of the
sub-problems. [33] [22]

Depending on the operation it must be determined which
of the translational and rotational degrees of freedom are
either position- or force-controlled. This is done with the
help of the so-called selection matrices S and S̃. These
have the dimension 6 × 6. The matrix S represents the
force/torque controlled degrees of freedom and S̃ the position
controlled degrees of freedom. If the corresponding element
on the main diagonal of the matrix has a 1, this direction
is considered force- or torque-controlled. All other elements
of the matrix are 0. Since the main diagonals of S and S̃
are complementary to each other, using I as the unit matrix
results in the following relationship. [30]

S̃ = I − S (5)

Figure 13 shows the block diagram of hybrid force/position
control.

Fig. 13. Block diagram of the hybrid force/position control, based on [30].

Further information about a hybrid force/position control
can be found in [36].

V. COMPARISON OF THE MEASURED FORCE CURVES

Often a typical practical application of sensitive robot
applications is contour tracking and the associated contact
with an object under constant force. For example, along a
path the force along the Z-axis of the TCP (Tool Center
Point) coordinate system should have a constant value. A
comparison in this respect is shown in fig. 14. It is important
that both robots have completed the trajectory under identical
conditions. This means that the velocity and acceleration
profile is the same for both.

Fig. 14. Force curves with flat contour.

Because there is in practice rarely a very flat surface, it is
also useful to expand the experiment shown in Fig. 14 to a
more difficult contour in the form of an undulating profile.
The result of this is shown in Fig. 15.

Fig. 15. Force curves with undulating contour.

When looking at the force curves, it quickly becomes
apparent that the undulating profile poses a greater challenge
for both robots.

In order to emphasize the importance of the impedance
controller of the KUKA LBR iiwa and especially the
parameterization, in figure 16 the force curve under the same
basic conditions as in figure 15, only the impedance-specific
parameters stiffness and damping were varied.

Fig. 16. Force curve of the KUKA LBR iiwa with bad parameterization of
the impedance controller.
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As the figure clearly shows, a force-controlled assembly
task is only possible under certain conditions, namely the
correct parameter identification of stiffness and damping
constants.

The statistical comparison regarding the ability to perform
sensitive tasks is shown in Fig. 17 in table form.

Fig. 17. Statistical comparison.

Since this is only a comparison of the two robots with regard
to their sensitive capabilities and thus a pure test setup is used,
there are no tolerance limits for the force component. Conse-
quently, it is not possible to calculate the process capability,
and the standard deviation σ serves primarily as an indicator
of their capability.

VI. CONCLUSION

This paper aims to present the different methods of the
determination of external force and torque regarding differnt
robots. In particular, the location of the recording as well
as the control technology are very different among robot
manufacturers. By comparing the Universal Robots UR 10e
with its 6-DoF force/torque sensor mounted at the flange and
the KUKA LBR iiwa with its torque sensors in each axis, it
could be shown that these different concepts, coupled with
the respective control strategies, lead to different results with
regard to their force accuracy.

However, it should be mentioned at this point that the
accuracy of the force calculation of the KUKA LBR iiwa
depends significantly on its configuration as well as on its
dynamic modeling and the parameterization of the impedance
controller. In contrast, the Universal Robot UR 10e offers
the advantage that its kinematic configuration is completely
independent of the determination of external forces and
torques. This will be discussed in more detail in another
publication.

Nevertheless, it became clear that the design and in
particular the way in which the forces and torques are
determined differ strongly from robot manufacturer to robot

manufacturer, which results to different performances on
force-controlled applications.

This comparison can be transferred to other robots, e.g.
the Fanuc CR-35iA.
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trieroboter: Achsbezeichnungen,” 1988.

[25] Ulrich Nolten, “Entwicklung und charakterisierung dehnungsbasierter
kraft- und momentensensoren für medizinische anwendungen,” Disser-
tation, Rheinisch-Westfälischen Technischen Hochschule Aachen, 2013.

Robotix-Academy Conference for Industrial Robotics RACIR 2020 at ZeMA during July 16th, 2020

33



[26] K. Miers, “Sensors. vol. 7: Mechanical sensors. hrsg. w. göpel, j. hesse,
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Abstract—In order to achieve real-time control and 
convenient debugging of the robot, it is necessary to establish a 
stable, smooth and convenient communication and connection 
between the robot and the server (ROS/Robotstudio). In this 
paper, we establish this kind of communication through the 
virtual machine, where we can achieve ROS and Robotstudio 
running in the windows system at the same time. Besides, the 
latter part of the article introduces the process and result 
prediction of the hybrid position-force control.

Keywords—ABB YuMi, virtual machine, communication,
virtual sensor, hybrid position-force control

I. INTRODUCTION

The communication between ABB robot and server is 
mostly based on Linux or Windows system. And in the system 
of Linux, the server is mostly the ROS, while in the Windows, 
the server is used to be Robotstudio. Both provide very 
complete solutions, they have their own characteristics, and 
can achieve very stable communication with the robot.

The RAPID programming language of Robotstudio is 
specifically developed for ABB robots, and has good closure 
and executable, but it is not a general-purpose programming 
language. And then, it is not convenient for most robot 
researchers to learn and conduct in-depth research, such as 
hybrid position-force control. On the contrary, the ROS which 
is developed and based on Python and C++ has better 
openness and universal applicability and can adapt to most 
robots. To use these two methods at the same time, it is often 
necessary to prepare two computers or install dual systems, 
which will undoubtedly reduce the development progress.

The virtual machine, working as a virtual operating system 
running in windows, provides an alternative solution. By 
establishing a bridge between the virtual machine and the 
physical machine, it can be dis-guised as a real machine in the 
physical network to obtain an IP address and access this 
network, and thereby establish communication with the robot. 
At the same time, the physical machine can maintain its 
original communication. By now, at the network layer, a local 
area network has been established between robots, physical 
machines and virtual machines, and they can communicate 
with each other.

In addition, based on the establishment of communication, 
some deeper research can be carried out – hybrid position-

force control. But for Yu-Mi’s highly compact structure[1], it 
is not equipped with joint torque sensor, so this article also 
introduces the theory of virtual sensor.

II. THE ESTABLISHMENT OF COMMUNICATION

The key point for the communication is the establishment 
of a local area network. In the experiment, a network cable 
was used to connect the X23 service port of the robot to the 
network cable interface of the physical machine (PC). This 
kind of LAN (local area network) established by wired 
connection has the characteristics of high anti-interference, 
good confidentiality, and high transmission efficiency.

A. The installation of server and client control package
The control packages used in the experiment is provided 

by UC Berkeley's Automated Laboratory[2] which consist of 
server and client program. The server part is based on Python 
and is installed on the virtual machine, and the client part is 
based on RAPID and is installed on the robot. These two 
packages stipulate the specification and method of 
communication is the socket two-way communication. In the 
process of exchanging information, the server selects the 

Fig.1. ABB IRB 14000 YuMi collaborative robot with two 
arms, 14 degrees of freedom
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RAPID program to be called through the input network port 
of the client, and inputs variables. It can also read the state 
parameters of the robot through the output network port of the 
client.

The installation of 
the client-side package
needs the help of ABB's 
Robotstudio which only
works in the Windows.
The client-side mainly 
contains the RAPID 
control program and 
several values about the 
robot’s initial position, 
joint angle, and joint 
torque.

In Linux, the server-
side package can be
installed and run using 
python alone or in ROS.

B. Configuration of ports about IP address
The Internet Protocol address (IP address) is a numerical 

label assigned to each device connected to a network that uses 
the Internet Protocol for communication. It serves two main 
functions: host or network interface identification and location 
addressing. The local area network (LAN) is a network that 
interconnects devices within a limited area, and these devices 
recognize and connect to each other through specific types of 
IP addresses (as shown in figure 3).

To ensure that the machines can communicate with each 
other, the IP address of each port must be configured to 
guarantee that they are in the same local area network.

The requirement of different IP addresses being located in 
the same local area network is that, when the commonly used 
IPv4 standard decimal IP address is converted into a binary 
form, and a logical AND operation is performed with the 
binary form of the own subnet mask, their results are always
the same, and then, they are in the same local area network.

The robot's IP address is set by the client's RAPID 
program (can be modified) as shown below.

IP address: 192.168.125.1

Subnet mask: 255.255.255.0

Default gateway: 192.168.125.1

Based on this, in terms of physical machine, it is necessary 
to fix the IP address of the server to the same LAN to ensure 
communication. The IP addresses used here are all static IP 
addresses, and the DHCP service of the host needs to be turned 
off to avoid repeated addressing. IP address in the Internet 
Protocol Version 4 (TCP/IPv4) Properties of the Ethernet 
Properties (with Wired network card, ex. Realtek PCIe GBE 
Family Controller) in the Internet Connection of the physical 
machine needs to be set to manual, and fill in the static IP 
address as follows where The setting of the IP address is not 
unique.

IP address: 192.168.125.5

Subnet mask: 255.255.255.0

Default gateway: 192.168.125.1

In terms of virtual machines, a connection port must be 
increased or modified to "bridge mode" in the option of 
Virtual Network Editor (N), and the virtual Network Adapter 
is directed to this connection port to ensure that the bridge 
between the physical machine and the virtual machine is 
officially established.

Meanwhile, in order to ensure that the virtual machine's 
network can correctly point to this “bridge”, the IP address of 
its connection can be set as figure 4 (IP address of the same 
LAN).

Note that when setting the IP address of each port, do not 
set the same as the robot, to avoid the situation of IP address 
preemption. Since the DHCP service was turned off in the 
experiment, IP could not be dynamically allocated, so the 
same IP would cause addressing failure and the failure to 
connect.

Fig.4. Virtual machine or Linux network connection settings,
the IP address setting here is not unique either.

Fig.3. The composition and working principle of a simple 
local area network, DHCP is a dynamic IP address allocation 
service.

Fig.2. Configuration of client-side
in Robotstudio
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C. Test of communication and results
The test results after the establishment of the entire local 

area network show that the robot and the virtual machine can 
maintain stable and smooth communication.

In the hardware part, Linux has provided a very concise 
and effective command "ping" to test the connectivity of each 
host in the network. If the target host is running and connected 
to the network, it will respond to the current host's echo signal 
and return a data packet with a certain byte.

By using the following instruction,

ping 192.168.125.1

By monitoring the data traffic of the network port, the 
connection status of the host computer and the robot in the 
local area network can be intuitively displayed.

The results show that the response time for transmit-ting a 
64-bit data packet is between 1ms and 6ms, with an average 
of 3ms. And no signal is lost (as shown in figure 5).

In the software part, to test the functional integrity of the 
control package of the server and client, a simple test program 
needs to be written and run. In this test program,
“YuMiSubscriber”, “YuMiState”, “YuMiRobot”, YuMiArm” 
in the control package, as well as “get_state()”, “goto_state()”, 
“get_pose()”, “goto_pose()”, “get_torque()” and other 
functions are used. In addition, python's drawing module 
“matplotlib” and multi-threading module “threading” have 
also been tested, and the results show that they are compatible 
with each other.

YuMi's left arm is controlled to move in the X, Y, and Z 
directions, and then returns to the initial point along the 
diagonal, and the position and state of the left arm at the 
turning point are shown below in the figure 6.

In addition, the real-time trajectory diagram of the end 
effector drawn by reading the joint angle is as follows, and the 
projections of the spatial trajectory on the X-Z, Y-Z, X-Y
plane are shown in figure 7 and 8. The figure 9 shows the 
torque of joints by reading the real-time data.

Fig. 6. Demonstration of the movement of the left arm of the 
YuMi robot, the movement sequence is from left to right, 
from top to bottom 

Fig.8. Projection of three-dimensional trajectory on three 
planes, from left to right, from top to bottom are the X-Z, Y-Z, 
X-Y plane

Fig.5. The monitoring process of the connection status of robots 
and virtual machines, and response time for sending and 
receiving data packets

Fig.7. The trajectory of the end effector in three-dimensional 
space.
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III. THEORY OF HYBRID POSITION-FORCE CONTROL

The prerequisite for the generation of contact force is the 
existence of contact, and the existence of contact is 
determined by the relative position, that means, the contact 
force is affected by the position. So, the hybrid position-force 
control based on position control is a form which is more 
common and easier to implement. The basic idea of the hybrid 
position-force control is that, all three-dimensional 
workspaces have 6 degrees of freedom (3 in translations and 
3 in rotations), and these 6 degrees of freedom provide 6 
controllable aspects (as shown above in figure 10).

For the sum of single force control and position control, 
they have 6 position variables and 6 force variables separately 
to occupy these 6 controllable aspects, but (between position 
control’s variables and force control’s variables) they are not 
linked to each other.

The hybrid position-force control combines the two and 
affects these 6 controllable aspects of both force and position. 
Note that one aspect can only be as-signed to one of those 12 
variables (the 6 position variables and 6 force variables). In 
other words, it is impossible to carry out a position command 
in one direction while effecting a force command in the same 
direction. For rigid bodies, this kind of redundant control at 
one aspect cannot be achieved

In order to realize this theory, the force and position 
parameters need to be obtained first. Since the communication 
between the robot and the computer has been established, the 
data available through the control package are the real-time 
position of the joint and the torque of the joint motor. The 
former can be used directly, but the latter is not a real joint 
torque and needs to be converted using virtual sensors.

A. Implementation of the virtual sensor
The core idea of the virtual sensor is the conversion of 

force, including the spatial transfer (offset and rotation) of 
force, and the compensation of force [3][4].

After the process of force analysis, it can be figured out 
that when the torque of the motor is transmitted to the joint, it 
will be affected by the inertial force, Coriolis force, friction, 
and gravity[5][6]. Conversely, if the motor torque is 
subtracted from these disturbance forces, then the torque 
generated by the external force acting on the end effector and 
transmitted to each joint can be obtained.

The theoretical formula is as follows,

           (1)

Or
is the vector of generalized articular coordinates 

describing the pose of the joint,

is the vector of joint velocities,

is the vector of joint accelerations,

describes the effects of Coriolis and centripetal -
centripetal couples are proportional to , while Coriolis
couples are proportional to ,

is the symmetric space-joint inertia matrix, or inertia 
tensor of the manipulator,

describes viscous and coulombic friction and is not 
generally considered to be part of the dynamics of the rigid 
body,

is gravity loading,

is the vector of the generalized forces associated with 
the generalized coordinates , and the theoretical difference 
between the motor torque and the actual torque of joint.

In the process of analyzing Q, the motor torque can be 
obtained through the command “get_torque()” in the package 
yumipy which has been introduced in the previous chapter. 
Besides, it can be figured out that the factor of gravity is 
only related to the joint angle. The factor of friction is 
composed of sliding friction and viscous friction where the 
former is a fixed value, the latter is related to angular velocity
of the joint, and both of them need to be measured through 
separate external rotation experiments. The factor of inertial 
force consists of two parts, which is only 
related to the joint angle and . And can be obtained by 
RNE algorithm. For low-speed and low-continuous motion 
states, the factors of Coriolis force and inertial force have little 
effect, and the robot is mainly affected by factors of gravity 
and friction. For high-speed and high-continuous motion, the 
situation is reversed.

In the actual programming process, the calculation of these 
compensation forces uses the Recursive Newton Euler 
algorithm (RNE)[1]. And the setting of the coordinate system 
is based on the standard DH (as shown in figure 11).

Fig.10. Demonstration of six degrees of freedom in 
three dimensions

Fig.9. The torque of the 6 joints of the left arm (load of 200g, 
movement of 0.3m in Y direction of the base coordinate and 
going back), and the 7th joint torque is not included.
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RNE calculates the inverse dynamics of the arm, which
means the calculation of joint torque, by a given set of angles, 
speeds, and joint accelerations. The algorithm is shown below.

And where ω, and v represent the common angular 
velocity, linear velocity, as well as the accelerations extended 
from them; and are the force/torque of the center of 
gravity of the joint; and are the force/torque between the 
joints; is the effect of external forces on each joint; and 
are rotation and offset matrices; is the position of the center 
of gravity in the joint coordinate system; =[0,0,0].

It has two recursive loops. Forward recursion propagates 
kinematic information - such as angular velocities, angular 
accelerations, linear accelerations - from the reference 
coordinate system to the end effector. Backward recursion 
propagates the forces and moments exerted on each link from 
the end effector to the reference coordinate system.

It can be found that RNE always recurs from the starting 
point of force or position, which has the advantage of greatly 
simplifying the difficulty of starting recursion, because the 

state of the starting point of force or position is often relatively 
simple, and this state often depends only on itself.

B. Classic double-loop control block
The classic form of hybrid position-force control is a 

double loop block - force control loop and position control 
loop (as shown in figure 12).

This was first proposed by Masaru Uchiyama[1].

The upper loop performs position control and the lower 
loop performs force control. As mentioned above, there are a 
total of 12 variables in force and position, and these 12 
variables are selected by the selection matrix S.

S is a 6×6 diagonal matrix, and its diagonal is composed 
of 0 or 1, where 1 represents position control at this azimuth, 
and 0 represents force control.

K is the 6×6 gain matrix, which is also a diagonal matrix, 
and its diagonal elements is determined by the gain required 
by the system, and it can be used to compensate for random 
errors in the system, as well as system errors due to inaccurate 
modeling of other parameters (friction estimation, inertia 
estimation, etc.). J is the 6×6 Jacobian matrix, which can be 
obtained by differential method, spatial algebra operator 
(SOA)[1] or others. Zr and hr represent the target position and 
target force. The remaining elements are determined by the 
different types of robots.

C. Expected result of hybrid position-force control
The expected result of the hybrid position-force control is 

derived theoretically (as shown in figure 13).

The ideal experimental state is as follows. In the base 
coordinate system, the end effector of robot is in contact with 
an object and needs to maintain a contact force along the 
direction of the Z axis. At the same time, the end effector of 
the robot will move repeatedly along the predetermined 
trajectory in the X-Y plane. Due to the influence of friction, in 

 = 

Fig.12. Theoretical diagram of the hybrid position-force control

Fig.13. Comparison of trajectory between controlled and 
uncontrolled under external force by theoretical analysis

Fig.11. Notation used for inverse dynamics, based on standard 
Denavit-Hartenberg notation
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the process of the movement in the X-Y plane, the trajectory 
of the end effector will be affected.

This motion state simulates the process of the yumi robot
massaging and scrubbing the patient's body during the medical 
care. Considering the complex situation where the muscle 
tissue of the human body is soft and the internal bones are 
relatively hard, the robot needs to ensure that the contact force 
is not too small to be effective or too large to cause injury, and 
the range of motion needs to be completely covered while 
being limited to a specific body area.

In the initial trajectory where the end effector moves in the 
X direction, due to the influence of the friction, the trajectory 
curve of the end effector will be more and more distant from 
the ideal trajectory (straight line), and the accuracy of final 
positioning also has a big error. After adding a hybrid
position-force control, the negative feedback effect generated 
by the command program will be added to the trajectory of the 
end effector. In theory, due to the influence of inertia, gravity 
and other factors, an overshoot will occur and cause the 
trajectory to oscillate, but the final overall controlled 
performance should be better than the first, and the positioning 
accuracy should also be higher.

IV. CONCLUSION

This paper provides a method for establishing 
communication between the virtual machine and ABB robots, 
and experiments show that this method has high stability and 
transmission efficiency and can greatly simplify the operation 
process of the establishment of connection.

In addition, this paper also analyzes and predicts the 
hybrid position-force control of the ABB YuMi robot, and 
expounds the realization theory and process of the virtual 
sensor, which paves the way for further research on the hybrid 
position-force control.
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Abstract—This article considers a design methodology for
creating cooperative robots capable to manipulate and transport
payloads. The strategy is based on tightening a payload between
a set of similar mobile robots called m-bots. A lifting mechanism
with two degrees of freedom mounted on each mobile robot allows
then to lift the payload and put it on each m-bot top platform to
be transported. Structural and dimensional analysis are detailed
in order to develop the proposed mechanism based on the stability
analysis of the payload on the top platforms of mobile robots. 3D
multi-body dynamic software simulation results are presented to
validate the proposed strategy.

Index Terms—Cooperative mobile robots, Design of Lifting
mechanisms, Object manipulation and transportation.

I. INTRODUCTION

The growing sector of logistics requires specifically
designed machines and could highly benefit from robotics.
Some logistics solutions require heavy infrastructure such as
ground landmarks or guiding rails for Automated Guided
Vehicles (AGVs) [1] or specific stacked storage racks as for
Automated Storage and Retrieval System (ASRS). Human
assistance could also be needed to put the object on the
transporting platform (e.g. for scissors elevators [2]). Forklifts
[3] use forks to lift and transport the object but require to store
the object on a pallet. Grabbing systems such as robot hands
[4] limit the manipulated payload size and shape. Considering
Manual transportation, many researches in the domain of
Manual Material Handling (MMH) prove that operators have a
better performance and less body suffering when keeping the
payload low and close to the body [5]–[8]. According to the
previous mentioned systems and to the previous studies linked
to MMH, one can conclude that for a better stability, an object
should be better transported on the robot body [9], [10] or as
close as possible to the robot body. Using this approach, it
can be ensured to keep the gravity center above the polygon
of support. Keeping the gravity center as low as possible also
ensures a better stability margin on slopes.

A group of Robots working together for a task achievement
presents several advantages compared to a single robot
with a complex kinematics, such as a reduced cost,
robustness, efficiency and improved performance [11]–[13].
Particularly for manipulation and transportation tasks, many
collaborative robotic systems could be found in literature.
Using different techniques, a group of similar [14], [15] or

heterogeneous robots [16] can ensure payloads transportation.
Different strategies can be found in literature for multi-robot
transportation. Pushing strategy proposed in [15] was used
while a payload is on the ground. This strategy may face some
difficulties depending on the friction generated by the contact
surface with the ground and it can also affect the quality of the
transported object. Other robots are using grabbing tools [17]
for transportation which limits the shape of the objects that
can be manipulated and requires geometries and shapes that
could be gripped by the grippers. Some robots need the human
assistance for putting payload on their transport platform such
as the Arnold robot presented in [14]. In the proposed work,
a strategy based on tightening a payload by a multi-robot
system to manipulate it, lift it and autonomously put it on the
robots platform autonomously is proposed. For our system we
have supposed to use a mobile robot on which a manipulation
mechanism is going to be mounted. The proposed solution
will not be limited to a simple object category but will have
to lift and transport objects of any shape and dimensions.

To ensure object lifting, a mechanism has to be chosen to
ensure the movement of the object from an initial position
on the ground to a final position on the robot body. For a
better adaptability, a terminal organ ensuring a contact surface
with the payload is used and the use of grippers is avoided
because it limits the object shapes that can be manipulated
and it also requires more actuators. To lift the object from the
ground with a constant orientation, a variety of mechanisms
that can ensure this function with different trajectories will
be investigated. This general architecture allows to ensure the
payload stability by putting it on the robot body. So a structural
and dimensional synthesis for this mechanism are required to
avoid collision problems and to ensure a better stability of the
whole mechanism.

In this paper, a design strategy and implementation of
cooperative robots for co-manipulation and transport of
payloads of any shape and mass is proposed. Each robotic
unit, called mono-robot or m-bot, is particularly characterized
by its mechanical structure simplicity comparing to [9]
and [18].The resulting poly-robot, or p-bot, obtained by
combining several m-bots around the payload, has the
advantages of modularity while using a swarm of elementary
robots [15], [16], adaptability to objects of any shape and
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mass and ability to provide a fully autonomous system,
without human mediation, contrary for example to the robotic
system proposed in [19] and [20].

This paper is organized as follows. Section II presents
the paradigm and requirements of the poly-robot, as well
a the structural synthesis of the lifting mechanism on each
mono-robot; Section III is dedicated to the dimensional
synthesis and design of manipulation mechanism. Section
IV presents the simulation and experimental results. Finally,
section V presents a conclusion of the achieved work.

II. PROJECT PARADIGM

A. Specification

This project aims to design identical mobile robots called
m-bots equipped with a manipulation mechanism. The
proposed work deals with collaborative tasks in which a group
of similar entities are able to cooperate in order to achieve the
task. It is dedicated to payloads of any shape co-manipulation
and transport. The group of m-bots will be able to lift,
co-manipulate and transport a payload which has to be laid
on the top platform of each m-bot. Consequently, in addition
to an end-effector, the m-bot manipulator has to include a
lifting mechanism. The formed poly-robot, that we call p-bot
(m-bot + payload), is characterized by its reconfigurability
depending on the overall system stability and the success
of task achievement. The set of robots configuration is
obtained according to the positioning algorithm developed in
[21]–[23] to ensure stability of the overall system (payload
+ m-bots) during the different task steps: co-manipulation
and lifting, transportation and putting down the payload. The
reconfigurabilty is needed to ensure the modification of the
formation of the set of robots depending on the participant
number of m-bots and in case of one or multiple robots
break down. This reconfigurabilty is needed to allow the
maintain of p-bot stability with respect to Static Stability
Margin SSM and Force Closure Grasping FCG developed in
[23]. The former is a criterion that ensures the stability during
transportation phase and the latter ensures stability during
manipulation phase. The m-bots architecture allows also the
p-bot to maneuver in any direction and this is guaranteed by
developing a centralized controller based on Virtual Structure
(VS) Navigation developed in [21]. This controller ensures the
control of each entity in a way that the set of robots evolve in a
specified direction or have the same ICR to ensure coordinated
rotation without loss of stability.

The general architecture of a m-bot is defined by the
following requirements Ri presented in table I and relative
to the environment in which it will operate.

For simplicity reasons, the end-effector is considered here to
be a rigid contact plate in order to fit variable payload contact
surfaces. According to the previous requirements, the global
co-manipulation method will be described.

Requirement Definition
R1 Lift a payload in collaboration with similar

m-bots using a manipulation mechanism
R2 Transport a payload.
R3 Collision-free payload trajectory from

the ground to the robot top platform with
constant orientation.

R4 Evolve in structured terrain.
R5 Ensure manoeuvrability.
R6 Ensure stability.
R7 Ensure reconfigurability.
R8 Tighten the contact payload/m-bot.
R9 Detect other m-bots.
R10 Detect obstacles.

TABLE I
M-BOT REQUIREMENTS

B. Co-manipulation method

For a better stability of the payload and to avoid the
risk of payload slipping and falling down between the
m-bots end-effectors, the strategy of Army Ants transportation
[10] was adopted for putting the payload on the m-bots
top platform. Finally the co-manipulation and transportation
method was decided and illustrated in Fig. 1

The process of co-manipulation and transportation of a
payload was initially described in [21]–[25]. The different
phases of payload prehension, lifting and transportation are
presented in Fig. 1. The first phase consists in locating the
payload and surrounding it using distance sensors. The m-bots
have to be oriented toward the object in order to face it (cf. Fig.
1(a)). Secondly, the payload is held by the m-bots end-effectors
which exert a collective pressure using wheel propulsion (Fig.
1(b)). Submitted to collective pressure and to the proposed
co-lifting manipulation, the object is elevated and laid on
the m-bots top platforms (Fig. 1(c)). Finally, locomotion and
transportation tasks are performed where each m-bot # m is
steering by a suitable angle θm to ensure to the p-bot a unique
Instantaneous Center of Rotation (ICR) (Fig. 1(d)).

C. Pre-dimensioning the lifting capacity

The forces applied to a m-bot are represented in Fig. 2 and
denoted with a triple index fm, j,k, with m the m-bot number,
j the nature of the contact (g for ground, p for payload) and
k the component of the force (n for normal, t for tangential).

A m-bot # m, with a mass M, could apply a pushing force
fm,p,n at the contact point Cm,p on the payload with a friction
coefficient μp, which generates a lifting force fm,p,t counting
on wheel propulsion. The contact point Cm,g (wheel/gound) is
characterized by a friction coefficient μg. The maximal lifting
force for the m-bot # m can be written as:

fm,p,t = μp fm,p,n = μp fm,g,t = μp(μg fm,g,n) = μp(μgMg) (1)
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Fig. 1. Co-manipulation method: a) Target reaching; b) Object holding; c)
Object set on robot bodies; d) Object transport: a unique Instantaneous Center
of Rotation (ICR) requires different steering angles θm
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Fig. 2. Payload lifting by two m-bots.

The maximal total lifting force is

fp,t =
mmax

∑
m=1

fm,p,t = mmaxμp(μgMg) (2)

With the simplifying assumption μg = μp = 0.5
⇒ fp,t =

Mmmaxg
4 .

One can conclude that to increase the p-bot lifting capacity
fp,t , the total number mmax of m-bots, their mass M or the
friction coefficients μg and μp have to be increased. As the
environment and payload may be of different materials, the
μg and μp coefficients are not precisely known and may be
variable. They can be maximized by using adherent materials
on the wheels and contact plate.

����

���

� ��������	
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��
�����
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(a) (b)

(c) (d)

Fig. 3. Elementary lifting systems: a) Payload initial and final position
with possible trajectories; b) 2 DOF solution; c) 1 DOF solution based on
parallelogram mechanism; d) 1 DOF solution based on cam mechanism

III. DESIGNING A LIFTING MECHANISM

A. Specification of the lifting mechanism

The lifting and manipulation mechanism used for object
lifting must ensure the following requirements Rli presented
in table II:

Requirement Definition
Rl1 Manipulate payload via an end-effector.
Rl2 Allow object lifting.
Rl3 Ensure fittability on the robot mobile platform.
Rl4 Avoid collision with robot platform and the

ground.
Rl5 Tighten contact payload/mechanism using the

end-effector.
Rl6 Ensure fittability of the robot to the payload.
Rl7 Ensure orientability of the robot platform with

respect to the payload.
Rl8 Put the payload on the robot body.

TABLE II
MANIPULATION MECHANISM REQUIREMENTS

B. Structural and dimensional synthesis of the lifting
mechanism

Structural selection: The various system requirements Ri
(cf. Table I) and manipulation mechanism Rli (cf. Table II)
will influence directly the kinematic structure. R5 and Rl7
can be satisfied by supporting the lifting mechanism on a
turret. As a consequence, a revolute joint with z axis will
support the mechanism (cf. Fig. 3(b)), 3(c) and 3(d))). R3
defines the initial and final poses P1 and P2 of the lower
point P of the end-effector that holds the object. The latter
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Fig. 4. Elementary lifting systems: a) 3D CAD for a m-bot; b) 3D CAD
view for the manipulation mechaism; c) Binding graph

will keep its orientation constant during the lifting motion.
The trajectory must start with a vertical lifting motion (+zm)
and finish with a backward horizontal motion (-xm) towards
the m-bot platform (Fig. 3(a)). R3 and Rl4 imply not to start
the horizontal motion too early in order to avoid collision
with the m-bot platform. Different trajectories are allowed
(Fig. 3(a)) among which the square and the circular motions
are the most obvious. A square trajectory could be achieved
using two orthogonal prismatic joints and two actuators (Fig.
3(b)). A complex trajectory could also be ensured by using a
cam mechanism (Fig. 3(d)). A circular trajectory would lead
to a simpler solution using only one actuated revolute joint.
However, to keep the payload orientation along the circular
trajectory, a parallelogram mechanism is preferred (Fig. 3(c))
while keeping the control simplicity with a single actuator.
The proposed mechanism will be fixed on the top of a unicycle
mobile platform.

Structural analysis: Fig. 4 describes the proposed lifting
mechanism. A turntable (Part 2) is connected to the base (Part
1 fixed on the mobile platform) via a revolute joint (zm axis)
which allows the mobile platform of the robot to steer freely
when the payload is on robot bodies (laid on surface S2 on
the top of 2). Two identical parallelogram mechanisms are
mounted on 2. Each one is composed of a lower bar 3, two
long bars 4 and an end-effector support 5, 6, 7. The payload
to be manipulated is held by the contact surface S1 of the
end-effector. An actuator 8 is used to ensure object lifting and
to control the parallelogram mechanism via an additional lever
9. The actuator allows to maintain the pressure force on the
payload.

Dimensional synthesis: Robotic platform and landing
position

The choice of a m-bot architecture depends on the system

�

������ ���	
����

������

������

����� �

(a) Stable transportation

�

������ ���	
����

������

������

����� �

(b) Unstable transportation

Fig. 5. M-bots possible configuration for payload transportation

requirements previously defined. It also depends on several
criteria to be ensured during the task achievement such as
stability. So a m-bot must remain stable during the phase
of target reaching and during the lifting and transporting
phases. For experiments a three wheel robot existing in our
laboratory will be used. This robot architecture is considered
then, and is sufficient to ensure stability of the m-bot by
maintaining the m-bot center of mass inside its polygon of
support, when it evolves in the environment. Its stability
margins could be calculated using different developed methods
[26]–[29]. The adopted strategy for the transport as presented
in the co-manipulation method (cf. Fig. 1) is based on
transportation on robot bodies, and a suitable landing position
is another constraint added to ensure the overall system
stability. According to Fig. 5, one can conclude that depending
on the payload positioning on robot body, the m-bot could be
stable or unstable. Depending on the position of landing point
P2, a normal force �Fp,m (cf. Fig. 6) applied by the payload on
the m-bot, when it is laid on its turntable could either keep its
stability or induce the m-bot reversal. A m-bot remains stable
if the following conditions are satisfied:

M̄(wcwr)(
�Fp,m)+ M̄(wcwr)(

�Pm)≥ 0 if ψ ∈ [0,
π
2
] (3)

M̄(wcwl)(
�Fp,m)+ M̄(wcwl)(

�Pm)≤ 0 if ψ ∈ [−π
2
,0] (4)

M̄(wrwl)(
�Fp,m)≤ M̄(wrwl)(

�Pm) if ψ ∈ [−π
2
,

π
2
] (5)

In Fig. 7(a), the payload is laid on m-bot body in a
manner that satisfies equation (4) and avoids the robot reversal.
However, in Fig. 7(b) the generated torque by the payload
position is able to make the m-bot3 on the bottom side
tip-over if it exceeds the torque generated by its weight. As
a conclusion, if both forces �Fp,m and �Pm are in the same half
space separated by the vertical plane passing through (wcwr)
or (wcwl), then the m-bot remains stable during the task. In
the other case, if the application points are in two different half
spaces than the state of the m-bot will be defined as follow:

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

The m-bot is stable if
M̄(wiw j)(

�Fp,m)< M̄(wcwi)(
�Pm) | i# j and i, j = l,r,c

or
M̄(wcwi)(

�Fp,m) = 0 | i# j and i, j = l,r,c
The m-bot is unstable if
M̄(wcwi)(

�Fp,m)> M̄(wcwi)(
�Pm) | i# j and i, j = l,r,c

(6)
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The p-bot is developed in order to co-manipulate and
transport payload while ensuring the overall system stability
and successful task achievement. The payload must be laid in
a manner that keeps every m-bot stable. This allows to define
and to optimize the landing position P2 of the payload on the
robot turntable with respect to (3) and (4).
For the optimization problem, an objective function l, which
corresponds to the landing position, is defined as follow,
depending on robot parameters (cf. Fig. 6):

l > d1 +Wb − s1 = d1 +Wb − WbT

2
√

4W 2
b +T 2

(7)
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Fig. 6. M-bot parameters: a) mobile platform parameters; b) Payload laid on
m-bot body; c) turntable steered by an angle ψ w.r.t the mobile platform

The objective function l must respect the following
constraints:

l > s2 = d1 +Wb − s1 (8)

l ≤ R1 −L2 (9)

ψ ∈ [−π
2
,

π
2
] (10)

where L2 presents the necessary length on the platform,
which will be used to mount the manipulation mechanism.
This parameter is defined as constant. The decision of the
usefulness of a mobile platform depends on this parameter.
For a specified platform, if L2 ≥ R1 −Wb − d1 + s1, it will
be impossible to use it with the proposed design for the task
achievement, because the landing position will be out of the
support polygon of the m-bot.

The function l is expressed as follow, with respect to the
previous analysis:{

l = d1 +Wb when it is maximum
l = d1 +Wb − WbT

2
√

4W 2
b +T 2

when it is minimum (11)

Circular mobile platform with centred wheels axis
When considering a mobile robot with a circular shape (with

a radius R) and centred wheels axis (e.g. Khepera mobile
robot), fixed parameters are defined such as the distance L2.
To ensure stability, conditions to define P2 position has to be
checked. For a circular robotic platform it is assumed that:

• d1 = 0 - the castor wheel is on the front of the robot;
• Wb = R - the robot rear wheels axis is centred relative to

the robot platform;
• T = 2R - the robot wheels are on the robot platform side;

��

��

��

(a) Payload lifting

��

��
��

�
��
� �������
�

���
��

���
��

���
� �

(b) Payload transportation

Fig. 7. Payload transportation by cicular mobile robots

• L2 = R - the half space on robot body will be used for
the manipulation mechanism mounting.

In this case, the landing position P2 that ensures the m-bot
stability during all phases is constrained as follow:

R− R√
2
≤ l ≤ R, (12)

which is a possible condition that could be ensured. This
means the m-bot can support the payload and ensure
co-manipulation and transport in a secure way.

In Fig. 8 and 9, P2 represents the final landing position
of the lower point of the end-effector P. This point is defined
according to the analysis of the previous section with respect to
the m-bot stability criteria. Two clearance parameters, δ1 and
δ2, are defined in order to avoid collision between P and the
robot platform, during payload lifting at position P3. Constant
and variable parameters are defined in Fig. 9.

The position of P2 is defined according to section III-B and
P3 is defined by the clearances δ1 and δ2. The trajectory radius
r is equal to the bar lengths lAB and lCD. Using a geometric
construction, the center of trajectory could be determined on
the lower side of the robot turntable. Fig. 8 presents the
geometric construction to obtain the trajectory center and
the position of P1. The trajectory center is obtained by the
intersection of both circle C1 and C3. α presents the inclination
angle of the bars AB and CD during the payload lifting and
the initial value α0 must be well chosen in order to avoid the
system blocking state. The normal pushing force generated by
robot wheels, is transmitted and converted to a lifting force on
the end effector, if and only if α0 > 0. By imposing an initial
value of α , P1 could be found by the intersection of the line
passing through the trajectory center and which have an angle
α0 with respect to the horizontal ground. The trajectory radius
is then determined as it will be explained in next section.

Trajectory radius determination: To calculate the trajectory
radius the method consists in calculating the distances a and b
(cf. Fig. 10) and solving the following second order equation:

r2 = (h+ r sinα0)
2 +(a+b)2. (13)

The first step is to identify the constant a by using
geometrical relations into right angle triangles:
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Fig. 8. Determination of the trajectory center and the position of P1
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Fig. 9. Dimensions synthesis

Fig. 10. Determination of the trajectory center I

In triangle P2P3J orthogonal in J,

cosβ =
l +δ1

lP2P3

In triangle P2EF orthogonal in E,

cosβ =

lP2P3
2
a

This means:
l +δ1

lP2P3

=

lP2P3
2
a

, (14)

a =
(l +δ1)

2 +(δ2)
2

2(l +δ1)
. (15)

The second step is to find the constant b by using
geometrical relations into right angle triangles:

In triangle FGI orthogonal in G,

tanβ =
b

h+ r sinα0

In triangle P2P3J orthogonal in J,

tanβ =
δ2

l +δ1

which means:
b

h+ r sinα0
=

δ2

l +δ1
, (16)

b =
δ2(h+ r sinα0)

l +δ1
. (17)

Now that the constant term (a + b) of equation (13) is
identified, the equation can be reformulated into a second
order equation of unknown r. Solving 13 means to solve the
following equation:

mr2 +nr+ p = 0 (18)

with

m =− [(l +δ1)
2 +δ 2

2 ](δ2 +2h)sinα0

(l +δ1)2 ;

n =
(l +δ1)

2 cos2 α0 −δ 2
2 sin2 α0

(l +δ1)2 ;

p =
[(l +δ1)

2 +δ 2
2 ][(l +δ1)

2 +δ 2
2 +4h(δ2 +h)]

4(l +δ1)2

Finally r is equal to:

r = lAB = lCD =
−m+

√
m2 −4np

2n
(19)

The distance between P1 and P2 can be deduced in function
of constant parameters as follows

L1 =
(l +δ1)

2 +(δ2)
2 +2δ2(h+ r sinα0)

2(l +δ1)
+ r cosα0 (20)

xP1 = xP2 +L1; zP1 = 0 (21)

Now the position of A and B can be written as:

xA = xP1 −r cosα0−c= xP2 +
(l +δ1)

2 +(δ2)
2 +2δ2(h+ r sinα0)

2(l +δ1)
−c

(22)
zA = h+d = zP2 +d (23)

xB = xA + r cosα0 (24)
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zB = zA + r sinα0 (25)
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Fig. 11. Extreme positions of the parallelogram mechanism

Singular positions: To avoid singular positions of the
parallelogram mechanism, B̂AD must satisfy a constraint along
the course between α0 and α1 which is:

B̂AD] ∈ 0,π[ (26)

When this constraint is satisfied along the trajectory between
initial and final positions, the parallelogram mechanism would
never have a flattened configuration as presented in Fig. 11(a).
This constraint implies a suitable choice of γ angle, the
angle of the normal vector �n to segment AB with respect to
horizontal.

From Fig. 11(b) one can conclude, to avoid the
parallelogram flattening, that γ must be less than π −α1 and
while considering always α0 > 0:

γ =
α0 +α1

2
∈ [0,π −α1] (27)

where α0 and α1 are the extreme angular positions of the link
AB.

IV. MULTI-BODY DYNAMIC SYSTEM AND
MANUFACTURED PROTOTYPES RESULTS

In order to validate the stability analysis, ADAMS
multi-body dynamic simulation software was used. Simulation
results are presented in Fig. 12.

Using ADAMS software, three robots were positiond around
a payload to lift it using the proposed methodology. The results
are shown in Fig. 13(a) and 13(b). Videos for simulation are
visible under [30].

Two versions of prototypes were manufactured in order
to validate the proposed strategy of co-manipulation
and transport. Fig. 13(c) presents the first prototype of
manipulation mechanism mounted on Khepera mobile robot
and Fig. 13(d) presents the second prototypes tested for lifting
and transport for both alone as a m-bot or cooperatively as
a p-bot. The lifting and transport process by two m-bots is
presented in Fig. 13 (c-f).

(a) Stable configuration (front
view)

(b) Unstable configuration (front
view)

(c) Stable configuration
(Up view)

(d) Unstable
configuration (Up
view)

Fig. 12. M-bot Stability Simulation according to the landing position

(a) Multi-body
simulation (top
View).

(b) Multi-body simulation
results (perspective
View).

(c) Manipulation
mechanism mounted on
a Khepera robot.

(d) Prototype
obtained with
3D printer.

(e) Payload prehension

(f) Payload lifting (g) Payload transport

Fig. 13. a, b) Multi-body 3D simulation; c) m-bot prototyping; d, e, f) payload
co-lifting.

The mechanism that ensures the co-lifting process is
illustrated in Fig. 13 (c-f) based on parallelogram structure
that ensures a circular trajectory to lift the payload from the
ground and put it on robots platform. Manufactured prototypes
allow to experiment the proposed strategy of co-manipulation
and co-transportation. The lifting and transport process by
two m-bots is presented in Fig. 13(e), 13(f) and 13(g).
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Several simulations and experimental validations for lifting
are given in [30]. These developed systems will be used for
future experiments and validation of the global strategy for
co-manipulation and co-transportation proposed in this work.

The proposed co-manipulation strategy and transport were
validated using the manufactured prototypes and the videos
for experiments can be found in [30].

V. CONCLUSION

In this paper, it has been considered the problem of payload
co-manipulation and transportation using a multi-robot system.
The task was defined by several phases achieved by using
several m-bots. A mono-robot is mainly composed of two
parts: a mobile platform and a manipulation mechanism used
to lift and put the payload on robot bodies. The overall system
composed of the used mono-robots and the payload is called
poly-robot, which is modular and can gather a variable number
of m-bots depending on the task to be achieved. The m-bot
structure has been studied and the lifting mechanism has been
presented in order to obtain a functional system that ensures
stability and successful task achievement. A future work will
focus on the interaction modeling between the robots and the
payloads and a study about using compliant end-effector for
better prehension capabilities.
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Abstract—This paper addresses Target Reaching problem of
mobile robots and obstacle avoidance based on Limit-Cycle
Method. The Limit-Cycle method is also used for hidden Targets
reaching around the payload. The chosen methodology to achieve
optimal positioning and define the robot’s targets around the
payload to lift it and to transport it while maintaining a
geometric multi-robot formation is presented. This appropriate
configuration of the set of robots is obtained by combining
constraints ensuring stable and safe lifting and transport of the
payload. A suitable control law is then used to track a virtual
structure in which each elementary robot has to keep its desired
position with respect to the payload. Several simulation results
validate our proposal.

Index Terms—Cooperative mobile robots, Control architecture,
Payload co-manipulation and co-transportation, Robots
positioning, Navigation in formation, Virtual structure approach.

I. INTRODUCTION

Compared with single robot setups, multi-robot systems
provide more efficient and robust task completion, and
enable behaviors having a higher degree of complexity and
sophistication. In order to ease transportation tasks, the
payload can be adequately distributed among a group of
inexpensive robots due to simpler kinematics and architecture
and the payload handling dexterity may be increased. The
robots may be reconfigured in order to fit a payload of any
shape and to adapt to the environment in which they evolve.
Each of the robot can be rather simple and be manufactured at
a low cost. Additionally, the failure tolerancy of a multi-robot
system can be very high provided that spare robots are
available to replace damaged robots in the system. There have
been a significant researches related to payload transportation
using multiple robots [1]–[7], [17].

Multi-robot transportation tasks can be seen as a navigation
in formation control problem. This is a classical problem that
has attracted the attention of the research community in the
last decade [8]. The approaches proposed to solve it can be
classified into three main groups: behavior-based approach,
leader-follower approach and virtual structure approach. In
behavior-based approaches [9], [10], a behavior or motion
primitive for each entity is designed (e.g., obstacle avoidance,
formation keeping, target seeking, trajectory tracking). Then

more complex motion patterns can be generated by using
a weighted sum according to the relative importance of
these behaviors. The main drawback of this approach is the
complexity of the group dynamics and as a consequence the
convergence to the desired formation configuration cannot
be guaranteed. Leader-follower approach [8] is a strategy
in which a robot is the leader while others act as followers.
The main advantage of using this approach is the reduction
of the strategy to a tracking problem where stability of the
tracking error is shown through standard control theoretic
techniques: the leader has to track a predefined trajectory
and the followers track the leader with some prescribed
offset. A disadvantage of this approach is that there is no
feedback from followers to the leader, so that if a follower
is perturbed then the formation cannot be maintained,
which characterizes a lack of robustness. The last approach
is virtual-structure (VS) [11], [12] in which the entire
formation is considered as a rigid body and the notion of
hierarchy does not exist. The control law for each entity is
derived by defining the VS dynamics and then translated
to the motion of the VS into the desired motion of each
robot. The main advantages of this approach are its simplicity
to prescribe the behavior of the group and its ability to
maintain the formation during maneuvers. However, the
potential application is limited by the VS rigidity, especially
when the formation shape needs to be frequently reconfigured.

Our goal in the proposed work is to control several mobile
robots, called m-bots, with a simple mechanical architecture
that will be able to autonomously co-manipulate and transport
payloads of any shape. The resulting poly-robot system, called
p-bot, will be able to solve the so-called removal-man-task to
transport any payload on the top platform of m-bots (dorsal
transport). Reconfiguring the p-bot by adjusting the number of
m-bots allows to manipulate payloads of any mass, whereas
modifying the poses of the m-bots inside the p-bot permits to
adjust to any payload shape. The Limit-Cycle method [13],
[14] for Target Reaching Problem is used for safe and smooth
navigation of one robot and also for the group of robots
during the transportation phase. The Limit-Cycle Method is
also used if the affected target to mobile robot around the
payload is hidden.
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Many robotic systems used for objects manipulation
and transport can be found in literature. Using different
techniques, a group of similar [1], [2] or heterogeneous
robots [15] can ensure payloads transport. Different strategies
can be found in literature for multi-robot transportation.
Pushing strategy proposed in [1] was used while a payload
is on the ground. This strategy may face some difficulties
depending on the friction generated by the contact surface
with the ground and it can also affect the quality of the
transported object. Other robots are using grabbing tools [16]
for transportation which limits the shape of objects that can
be manipulated and requires geometries and shapes that could
be gripped by the grippers. Some robots need the human
assistance for putting payload on their transport platform such
as the Arnold robot presented in [2]. In the proposed work,
a strategy based on tightening a payload by a multi-robot
system to manipulate it, lift it and autonomously put it on
the robots platform autonomously is proposed. To ensure
the payload stability during the different phases, an optimal
multi-criteria positioning of a set of m-bots around a payload
of any shape and mass is proposed. The robots configuration
ensures Force Closure Grasping (FCG) which allows to
ensure stability during the payload lifting and manipulation
phase. It ensures also the Static Stability Margin (SSM)
which maintains the whole system (m-bots and payload)
stability during the transportation phase. These two criteria
were detailed in [4], [7].

This paper is organized as follow: Section II introduces the
paradigm of the C3Bots project; Section III will present the
multi-criteria optimization to achieve the targeted multi-robot
tasks. It will also present the used controller and Limit-Cycle
method for Target Reaching and VS navigation; Section IV
presents the results of the simulation results. Finally, Section
V is dedicated to the conclusion and some prospects.

II. PARADIGM AND PROBLEM STATEMENT

As shortly introduced above, the paradigm of this
project consists in co-manipulating and co-transporting a
common payload through collaboration between several
similar elementary m-bots. Each m-bot is built by connecting
a manipulation mechanism on the top platform of a single-axle
mobile base [17]. The payload is supported on the edge
of this transporting platform. The platform can rotate freely
with respect to a central vertical axis on the mobile base.
This mobility allows each robot to rotate around itself while
maintaining the payload static on its top [5]. The resulting
p-bot system (cf. Fig. 1(b)) is thus allowed to rotate around
any point on the ground, located at the intersection of all the
axle axes, and to translate along any direction.

The manipulator has a parallelogram structure with a single
degree of mobility to bring the payload from the ground to
the m-bot top platform with a circular trajectory [5], [6].

Before starting the transport task, the m-bots have to achieve
the co-manipulation process using the mechanism presented
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(a) Quasi-static model of two m-bots co-pushing on the payload to elevate it with their
own manipulator (here simplified to a segment for the sake of clarity) [4]–[6].

(b) CAD view of four m-bots transporting
a cubic payload on their top [17].

Fig. 1. Co-manipulation of a box by a group of m-bots to ahieve the co-lifting
task

and detailed in [5], [17]. Its role is to hold firmly the payload
and to ensure Force Closure Grasping (FCG) [18], [19] to lift
the object by applying a sufficient normal force fm,p,n (cf. Fig.
1(a)) which generates a vertical tangential lifting force fm,p,t
(cf. Fig. 1(a)).

III. OVERALL PROPOSED MULTI-ROBOT CONTROL
ARCHITECTURE

A. Optimal Positioning According to Multi-Criteria Task
Constraints

The proposed overall cooperative manipulation and
transport strategy, for payloads of any shape, by a group
of m-bots is presented in Figure 2. This figure gives the
most important steps to be achieved during this cooperative
task. Step 1 allows the payload detection and the estimation
of its mass and gravity center position. Step 2 consists in
determining the minimum number of m-bots (mmin) that could
be used to ensure the payload lifting and transport using
the equations developed in [5]. Step 3 presents the main
contribution of this paper. It is detailed by the flowchart
in the right side of Fig. 2 and will be precisely discussed
below. The algorithm considers the external shape of the
payload as a set of finite positions defined by the chosen step
Δθ . An initial grasp is then generated based on successive
positions that respect inter distances to avoid the collision of
m-mbots. Than the algorithm will run through all possible
configurations to output a final optimal positioning of the
robots [4]. In the proposed strategy, the m-bots positioning is
optimal when Force Closure Grasping (FCG), Static Stability
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Margin (SSM) and Restricted Areas (RA) are ensured. Finally,
Step 4 corresponds to target reaching phase and multi-robot
transport of the payload toward the assigned final pose.

More details concerning the Positioning algorithm could be
found in [4], [5], [7]

 

 

The 
configuration 
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number of m-bots to lift 
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Generate the initial grasp (it=1)
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Change the grasp configuration
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Go �����
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toward ���	�����	���� while

keeping a  specific
formation

Step 1

Step 2

Step 3
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Step 3

��
	��������	
�

Fig. 2. Flowchart given the sequenced steps for the co-manipulation and
co-transportation of any payload shape

B. Target reaching and Obstacle avoidance

At any moment of the formation motion we can determine
the robots positions with respect to the object position and
orientation. During the transportation phase, the robots have
to track a dynamic target defined with respect to the payload
center of mass.

1) Control law: Considering a unicycle mobile robot, the
state vector Xm = (xm,ym,θm)

T denotes the position of the mth

robot center of mass Gm(xm,ym) and the orientation θm of the
robot with respect to �x axis of the global reference frame.
The m-bot control inputs are the forward velocity V and the
angular velocity ω .

Let e be the error between the m-bot current pose and the
desired pose Xdm = (xdm,ydm,θdm)

T defined by: e = Xdm−Xm.
The used control law [20] is given by (1):

Vm =Vmax − (Vmax −Vd)e−(d2
m/σ2)

ωm = ωSm + kθm
(1)

• Vm and ωm are the linear and angular velocities of the
m-bot,

• Vmax is the maximum linear speed of the m-bot,
• Vd is the desired velocity of the p-bot and it is considered

as constant,
• dm =

√
e2

x + e2
y is the current distance between the mth

robot and its desired target,
• ωSm is the angular velocity of set point angle θSm applied

to the robot in order to reach the desired goal: ωSm = θ̇Sm,
• σ , k are the control law gains (positive constants).

2) Limit-Cycle method for obstacle avoidance and target
reaching: The control law used to simulate the obstacle
avoidance for desired targets reaching in the proposed work
uses the Limit Cycle method (cf. Fig 3(a)) [13], [14] which
is a path planning method developed initially for obstacle
avoidance behavior and it is one of the trajectory methods
defined by differential equations [21]. This technique has been
adopted in this paper to perform both: Target Reaching phase
and Virtual Structure navigation (cf. Fig 6(b)). The differential
equations of the elliptic limit-cycles are:

ẋs = m(Bys +0.5Cxs)+ xs(1−Ax2
s −By2

s −Cxsys)
ẏs = −m(Axs +0.5Cys)+ ys(1−Ax2

s −By2
s −Cxsys)

(2)
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(a) Limit-Cycle possible directions [14], [22]: clockwise
direction and counter clockwise direction
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Fig. 3. Target Reaching strategy with obstacle avoidance using Limit-Cycle
method

with m = ±1 according to the avoidance direction
(clockwise or counter-clockwise, cf. Fig. 3). (xs,ys)
corresponds to the position of the m-bot according to
the center of the ellipse. The variables A, B and C are given
by:

A = (sin(Ω)/blc)
2 +(cos(Ω)/alc)

2 (3)

B = (cos(Ω)/blc)
2 +(sin(Ω)/alc)

2 (4)

C = (1/a2
lc −1/b2

lc)sin(2Ω) (5)

where alc and blc characterize respectively the major and
minor elliptic semi-axes and Ω gives the ellipse orientation
when it is not equal to 0.

The set point angle that the robot must follow to avoid the
obstacle is given by:

θS0a = arctan(
ẏs

ẋs
) (6)

The control architecture for the m-bot navigation is
presented in Fig. 4. This architecture, with specific elementary
controller blocks (attraction to the target, obstacle avoidance),
aims to manage the interactions among elementary controllers
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while guaranteeing the stability of the overall control to obtain
safe and smooth navigation.
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Fig. 4. Control architecture for mobile robot navigation during the target
reaching phase (cf. the first phase of step 4 in Fig. 2)

After positioning the m-bots, they must keep their desired
position (xdm,ydm) with respect to the payload center of mass
Gpl and must respect the following conditions during the task
achievement:

xdm = xGpl + lxm cosθdm − lym sinθdm

ydm = yGpl + lxm sinθdm + lym cosθdm
(7)
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Fig. 5. Robot position relative to the object

where lxm and lym (cf. Fig. 5) are the relative distances
GmGpl according the axis �xm and �ym respectively. These two
distances define rigid links maintaining the robot position with
respect to Gpl .

The robots must avoid the collision with the payload if its
target is not apparent to it. The limit-cycle method was adopted
to avoid the m-bots collision with the payload as presented
in Fig. 6. The payload is assumed to be surrounded by an
ellipse and an obstacle, if exists, also is surrounded by an
ellipse. These ellipses are presented in Cartesian form with
an orientation Ω and semi-axes asur and bsur (cf. Fig. 6(a)).
An ellipse of influence is then defined having the same center
and orientation of the ellipses surrounding the payload or the
obstacle with a semi axes ain f and bin f respecting the following
equation:

ain f = asur +R+Marg

bin f = bsur +R+Marg
(8)

Where R is the robot radius and Marg is a security margin
to avoid the collision between m-bots and the payload or
obstacle.

The m-bot will proceed by the payload avoidance using the
limit-cycle method until a position error ε , between the robot
real position and the projection of the desired position on the
ellipse of influence, is satisfied. This error, if it is satisfied,
allows to switch the robot controller from obstacle avoidance
to target attraction (the intermediate projected position is
presented by red points in Fig. 6(b)). In case where the desired
position is apparent to the m-bot, then the robot will be
attracted first to the intermediate position and then goes to
its target. The intermediate position are defined in function
of the final desired orientation of the robot. This condition
allows the m-bots to reach the final position with the required
orientation.
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Fig. 6. Target Reaching strategy with obstacle avoidance: a) apparent position
reaching; b) hidden position reaching

In order to ensure a smooth and secure m-bot evolving
during the target reaching phase, a suitable choice of ε is
required. As presented in Fig. 6(a), the payload is surrounded
by an ellipse of influence that will be followed by the m-bot
during the attraction to the target if the desired position is not
apparent. ε is defined as follow: If ε is equal to zero, then
the robot would reach the position of the projection of desired
target and then turn around itself to reach the final goal. This
allows to have a discrete motion of the robot. In order to avoid
this, ε is chosen with a strictly positive value that does not
exceed the robot platform radius. The reasons why this value
is limited to R is that the robot is not so far from the position
of controller switch and to avoid the collision between the
robot and the payload during the final desired target reaching
(cf. Fig. 7(b)).
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Fig. 7. General principle of smooth target Reaching

IV. PROPOSAL VALIDATION

A. Simulation Results
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Fig. 8. Simulation results: a) Robots positioning simulation around a
payload and corresponding system of wrenches; b) Target reaching simulation
of three m-bots and their objective distances and orientations evolution;
c) Collective payload co-transportation and their objective distances and
orientations evolution

The simulations were simulated by using an Intel Core i5
2400 CPU 3.1 GHz system. The controller parameters are set
to k=22 and σ = 0.1. These parameters were chosen to obtain
a safe and smooth trajectory, fast response and velocity value
within the limits of the m-bots capacities.

Fig. 8(a) and Fig. 8(b) show respectively the trajectories
of the mobile robots during Target Reaching and the

transportation phases. It can be noted the smoothness of the
vehicle trajectories along the navigation and the non-collision
with obstacles thanks to the limit-cycle method.

The right graph of Fig. 8(a) shows respectively (from top to
down): the values of the position errors em between each m-bot
and its assigned virtual target around the payload; the value of
the angular set-point θSm which is tracked with stable way by
each m-bot (cf. equation 6). It shows the convergence of the
position error to zero and it shows the evolution of the robot
trying to reach its target. Fig. 8(b) illustrates the navigation
in formation of the whole structure while maintaining the
assigned desired position of each m-bot w.r.t. the payload
(according to Eq. 7) to ensure the whole system stability
and to avoid the transportation task failure. The position error
evolution is kept close to zero. For both Target Reaching and
Transportation, the ellipse of influence was considered as a
circle (alc = blc) since the obstacles have a circular shape.
The radius of the circle of influence was chosen in a manner
that the obstacle avoidance is guaranteed by keeping a safety
margin.

V. CONCLUSION

The main challenge addressed in this paper is the use of
the obstacle avoidance controller, based on limit-cycles, which
is used for two aspects: firstly when each m-bot aims to
reach its position around the payload (the robot may need to
avoid other robots or any other obstacles to reach its assigned
pose); secondly when the p-bot is in the navigation phase and
has to avoid any obstructing obstacle. The p-bot navigation
arises also interesting issues related to multi-robot navigation
in formation. It is planed in near future to perform more
experiments of the overall defined strategy for cooperative
payload co-lifting and co-transportation.
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Abstract— Modern customer-specific production systems in 
small and medium-sized enterprises are facing the challenges to 
have a high flexibility and adaptability and simultaneously be
economically efficient. An automated, adaptive motion planning 
for industrial robot via reinforcement learning and simulation 
is necessary to fill this gap without expert persons. In this paper 
we represent motion planning method based on reinforcement 
learning which adapts to variations in the robot’s environment, 
and therefore efficient when implementing new similar tasks. 
The Method is evaluated in use case wire loop game. The use 
case aims to move the industrial robot along a metal wire 
without any contacts between the wire and the loop.

Keywords—industrial robot, motion planning, reinforcement 
learning, Q-learning, wire loop game

I. INTRODUCTION

Over the last few years, the trend can be observed that 
product life cycles are shortening or that products frequently 
get updates such as a facelift of an automobile. For production 
and assembly lines this fact implies that they have to be very 
flexible and easy to adjust. This poses a problem especially for 
handling processes, whereby a number of influences must be 
taken into account. As a result, in the past a lot of handling 
processes were automated with problem adapted, individual 
and expensive solutions. [1] Nowadays, when high level of 
automation is intended, industrial robots are more and more 
implemented in the production and assembly lines to generate 
high flexibilities. These robots are freely programmable and 
there are some common ways to do this which all more or less 
involve the problem that they are not flexible and adaptive 
regarding to changes of the environment. Considering a 
welding application, where a robot follows a fixed 
programmed nonlinear path along the edge of two 
components, the process will lead to poor results when the 
components get shifted relatively to the robot, or the 
components have changed due to an update. Teaching a new 
nonlinear path can be very time consuming and complex when 
using common ways to realize the motion planning for an 
industrial robot, which leads to the question, if there are ways 
to implement an adaptive motion planning whereby the 
flexibility of a robot increases and enable it to react on 
variations in its direct environment.

In this paper, we present one possible solution to this 
question based on a reinforcement learning algorithm called 
Q-learning. In addition, our approach contains a camera to 
observe the environment of the robot visually and a virtual 
environment to reduce the operating time and enable offline 
training of the reinforcement learning system. During the 
training phase the systems gains knowledge about how to 

solve a certain motion task, which will be then adaptable to 
further similar motion tasks. 

For a demonstrative use case we implemented this system 
with the Universal Robot UR10e, an HRC capable robot with 
six degrees of freedom to play the well-known skill-based 
wire loop game. The goal of the game is to avoid any contact 
between a metal loop and a metal wire while moving the loop 
along the wire from a start to an end point (Fig. 1 a). Based on 
a single picture of the wire the reinforcement learning system 
learns to play wire loop game virtually and teaches the robot 
to navigate along the wire without any further knowledge of 
the wire configuration or a fixed programmed motion plan. 
After a certain training phase, the system is also able to 
generalize the problem to a set of well-known states, which 
allows the robot to immediately play arbitrary wire 
configurations without any additional learning.

Fig. 1 a) Experimental Setup, b) Image taking position of the robot

The realization of this project took place in the context of 
the seminar „Cognitive Collaborative Robotics“ (CoCoRo) at 
the University of Saarland during the winter seminar 2019/20
supervised by the ZeMA - Zentrum für Mechatronik und 
Automatisierungstechnik gGmbH in cooperation with the 
DFKI - Deutsches Forschungszentrum für Künstliche 
Intelligenz GmbH.

II. STATE OF THE ART

In general, there are several common ways to program an 
industrial robot. Haun [2] divides the programming modes in 
the first instance in online and offline methods. For online 
programming, the robot is physically needed to program it. 
Whereas with the offline method a usage of the robot is 
unnecessary to create a program. Furthermore, a distinction is 
made between the following types of programming:

� Programming through examples: The end effector of
the robot is guided along the desired path. In doing
so a sufficient number of path points (position and
orientation) are stored in the computer.
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� Programming through training: Here the robot
system is shown the action to be performed. Sensors
picking up the action and the robot system repeatedly
executes the action until it satisfies certain quality
criteria, for example with regard to accuracy, speed,
etc.

� Robot oriented textual programming: The robot gets
controlled by a program which contains explicit
motion commands e.g. like “move linear from point
A to point B”

� Task oriented textual programming: Here is only told
to perform a certain task without the programming of
fixed motion plans. The interaction of sensors and
intelligent programs enable the motion planning on
basis of an environment model. [2]

With respect to the definitions above, motion planning 
based on Q-learning can be classified as an offline task 
oriented programming method. 

The concept of reinforcement learning is based on the idea 
of Markov Decision Processes (MDPs). MDPs represent a 
framework for problems, where an agent/system tries to 
maximize its received reward when solving this problem [3].
MDPs have been used to solve several motion planning tasks 
e.g. for mobile robots [4, 5]. Furthermore, there exist some 
solutions where reinforcement learning strategies are used for 
motion planning of different robots. A frequently used method 
is the Deep Q-learning or more general Deep Reinforcement 
Learning, where neural networks are trained with 
reinforcement learning algorithms like Q-learning [6–9].
Reinforcement learning is also combined with other tools like 
a fuzzy controller [10]. Less powerful but easier to implement 
are solutions purely based on Q-learning as described in 
Meyes et al. [11] which also act as foundation of this paper. 

Motion planning with the help of Q-learning is presented 
here as an alternative way to program a serial kinematic robot 
compared to common options described above. As advantages 
of programming with artificial intelligence one hopes for more 
flexibility and better adaptability of the robot when 
implementing new tasks or operating in a dynamic 
environment. However, the solution presented here should not 
be seen as a ready-made solution for the industry, but only as 
an overview of a possible approach to implementing and 
presenting the possibilities that result from the use of Q-
learning.

The used Q-learning algorithm represents a model-free 
method, which means that the system does not have to be 
given any further knowledge about the effects of its executed 
actions or the concept of the wire loop game. The system 
contains no information about the new state it reaches after 
performing an action. For the wire loop game, it is not 
necessary to look ahead, because there are no illegal states the 
system could reach, which would lead into a total failure of 
the learning process. [12]

To understand the idea of the q-function the model in 
Fig. 2 can be used. When starting in an arbitrary state s the 
system, or in our specific application the robot, switches to 
next state s’ by performing an action a (Fig. 2). This action a
releases some reinforcement r (reward) to the system. In this 
scenario the Q-function models the quality of this state-action 
pair by mapping them with values called Q-values, where

.

Fig. 2 Cut-out of MDP-chain

To calculate or rather to learn and approximate the Q-
values an equivalent of the Bellmann equation can be used.

In principle the equation contains two parts. 

� Q(s,a) represents the actual Q-value of the current
state s when performing action a and therefore the
already known information.

� In contrast to that (r + γ*maxQ(s’,a’) describes new
information composed of the received short-term
reward r and an estimate of the expected optimal long-
term reward.

� The parameter α comprises values in the interval of 0
to 1 and is called the learning rate. It determines to
what extent newly acquired information overrides old
information and thus how much the q-learning
algorithm is prone to trust the old already known
information. This becomes clearer when observing
the extreme values/boundary values of α. When
setting α=0 the Q-values would not change at all. The
system exclusively relies on its prior knowledge to
solve the problem and will, in case of an untrained
system, fail the task. On the other hand, α=1 will
make the system consider only the most recent
information and ignoring current q-values when
updating them.

� The discount factor γ determines the importance of
future rewards and also can be adjusted in the interval
of 0 to 1. γ=0 represents a short-sighted strategy when
updating the Q-values whereas γ=1 will make the
system strive for a high long-term reward. [3, 11]

III. APPROACH/METHOD

The three main units for the use cases system are image 
acquisition, the simulation tool and the control system 
(Fig. 3). [13–15]

Image acquisition is done by a Logitech c920 HD Pro
camera, mounted on the robot end effector. The images are 
imported to the ROS-industrial software by the means of an 
integrated OpenCV package. ROS also integrates the image 
processing, the virtual environment and the Reinforcement 
Learning Brain. As the wire is configured in one plane, the 
image processing and simulation only have to operate in the 
two-dimensional space. The image processing converts the 
incoming picture into pixel path array. Based on this array the 
virtual environment simulates the possible movements of the 
robot in a simplified two-dimensional model. The 
environment closely interacts with the Q-learning part, from 
which it receives the next actions to be performed.
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In response it sends a reward to the Q-learning, which is 
used to update the Q-values in the Q-table. When the Q-
learning was successful playing the whole wire, it creates a list 
containing all actions the robot has to perform to play the real 
wire loop game. The necessary motion planning is visualised 
in the MoveIt package, which is integrated in the ROS 
software. The provided universal robot drivers for the e-series 
controller then enable the communication with the robot 
UR10e.  

In general, this paper follows an approach closely inspired 
by Mayes et al. [11] especially concerning the basic idea and
structure of the virtual environment and the Q-learning 
algorithm.  

IV. IMAGE PROCESSING

The picture of the wire has to be edited and transformed 
into an array in order to make it usable for the minimalistic 
virtual environment. The aim of the image processing is to 
generate a pixel path with the exact width of one pixel and 
then transfer it to an array containing ones for the wire and 
zeros for the free space around of it. 

Because of the chosen setup (Fig. 1 b) the camera takes 
pictures upside down. The first editing process is to rotate 180 
degrees and crop the original image (Fig. 4 a). The cropping 
is essential since the aluminium frame, in which the wire is 
mounted, complicates subsequent processing steps because of 
its low contrast to the wire. With the OpenCV library and our 
developed functions to optimize the image we realized the 
image processing in the following: 

Conversion to Grayscale: The reduction from RGB 
channels to only one grayscale channel increases the 
complexity of the picture and makes it easier to separate the 
wire form the background (Fig. 4 b).

Threshold function: We then apply gaussian blur for 
noise reduction, followed by a threshold function to receive a 
binary image, where the wire is represented by white and the 
background by black pixels (Fig. 4 c). 

Dilation: With a dilation function the edges of the wire are 
then smoothened. 

Average functions: The goal of these two steps is to 
reduce the width of the wire to one pixel. Therefore, we first 
looked column-wise for the average row value of the white 
pixels and added them to an empty black image. The resulting 
images has some bigger gaps between the pixels where the 
wire runs vertical (Fig. 4 d). To fill these gaps the same 
process is done row-wise (Fig. 4 e). 

Cost function for shortest path: Last operation in the 
pixel space is the implementation of some kind of cost 
function , which searches for the shortest path through this 
image and ensures that all missing pixels are added, and that 
the width of the resulting path is exactly one pixel (Fig. 4 f). 
Finally, the image gets converted into an array as described 
above.

V. VIRTUAL ENVIRONMENT

    The final pixel path array is then the foundation for the 
virtual environment, which simulates the wire loop game and 

Fig. 3 Structure of the intelligent system in use case wire loop game [13-15]

Fig. 4 Step-by-step illustration of the image processing
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dramatically reduces the time for learning a new wire 
configuration. Without the simulation the q-learning had to be 
practiced with the physical robot and wire setup, which would 
be very time consuming with an estimated number of required 
episodes of over 100.000. Even though the virtual 
environment of the use case wire loop game is only 
represented by a series of small two-dimensional figures, it 
supplies all relevant information to transfer the game to the 
robot. 

The whole process of simulation takes place in small 5x5 
matrixes as shown in (Fig. 5). Basically, they get extracted out 
of the large pixel path array, what in fact reduces the 
perception of the Q-learning but helps to generalize the 
problem. If the q-table has been fed with enough different 
states it should be possible to reconstruct almost every new 
wire configuration with a sequence of these states. In one 5x5 
matrix the white Ns represent free space, whereas the red Ws 
show the wire path. Initially the position of the loop and the 
first local goal have to be added to the matrix. The two
electrodes of the end effector are illustrated by two blue Ls, 
and local goals by a green G. The loop is always positioned so 
that its centre, also called tool centre point (TCP), is always 
congruent with the centre of the 5x5 matrix. The local goals 
give the direction to the Q-Learning along the wire. A local 
goal counts as reached if it is on top of the TCP. They are then 
replaced in 3x3 window around the TCP in the direction of the 
global goal.

As in Meyes et al. [11], we define six possible actions 
which can be executed to explore the environment. More 
precisely, the q-learning can choose the actions move one 
pixel right, down, left, and up or to rotate clockwise and 
anticlockwise by 45 degrees. To actually transmit these 
actions to the robot a transformation matrix of pixel 
coordinates to robot flange coordinates has to be calculated. 
This procedure is described in detail in (chapter VII). Fig. 5
shows an example of how the actions move down, and right 
are realised in the 5x5 matrix. From matrix b to matrix c the 
process of reaching and replacing a local goal can also be 
observed. According to the description in chapter II every 
action releases a reward to the q-learning. The exact values of 
the possible rewards are depending on the reached new state 
and are set out in the so-called reward-function. Here we 
defined the following four reward values:

� The system gets punished with a value of -50 for
every action when reaching a valid state. This is to
later minimize the total number of actions

� When having a collision between the loop and the
wire the system is punished by -100.

� Moving out of boundaries also leads to a negative
reward of -100.

� If a local goal is reached the q-learning receives a
reward of +100

The aforementioned moving out of bounds appear in two 
situations. First one is moving the loop out of the environment 
restricted by the pixel path array. The second case is, when the 
local goal is moving out of the 5x5 matrix after an action.

VI. Q-LEARNING

To implement the Q-learning a q-function and a Q-table 
have to be built. The Q-function is adopted in the same way 
as described in chapter II. In the Bellmann equation we set the 
learning rate α to 0.3. As a consequence, the system considers 
new information but only adapts slowly to these. When 
choosing this value, it is assumed that the system will face a 
lot of identical states in form of a 5x5 matrix and that the 
optimal action for these is every time the same. Therefore, a 
rather small learning rate won’t overwrite the current 
knowledge to fast when observing the environment and also
compensates weaknesses in the reward function. The discount 
factor γ is defined to 0.9 what means that the system strives 
for a long-term strategy. We decided on this strategy because 
in the end we want the robot to play the wire loop game with 
a minimum number of actions. 

As mentioned before the Q-learning algorithm also needs 
a Q-table, which has the function of a look-up table. For every 
state observed by the system and stored in the Q-table, it 
contains one Q-value for each possible action the system can 
perform. In terms of the wire loop game the Q-table is build 
up as a python dictionary. Keys represent all states (5x5 
matrix) observed by the system and refer to the q values. To 
generate a unique key for every state we put the representative 
numbers for the four possible configurations of the matrix 
entries row-wise together. This would be enough if the wire is 
never bend backwards (Fig. 6 a) or has an angle of 90 degrees 
to the straight line between start and end point of the wire (Fig. 
6 b). For these cases it could be possible that due to the 
minimization to a 5x5 matrix one state could occur twice in 
one wire configuration, but the robot has to move in opposite 
directions for both cases. To solve this problem, we added an
id number for the last movement, the robot made to reach the 
respective state, to the key. 

Fig. 5 Illustration of the modifications in the virtual environment after performing the actions move_down and 
move_right and reaching a local goal
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Fig. 6 Wire configurations with difficult passages

Next step is to integrate Q-function and Q-table in a 
working algorithm, what is done as shown in the pseudo-code 
representation below (Fig. 7). Q-learning is an iterative 
process and the q-values converge approximately to the true 
q-values when enough iterations are run through [16]. To 
guarantee an adequate number of learning episodes we set up 
a simple for-loop. Afterwards we extract the initial state out of 
the pixel path array, in which we want to perform our first 
action. What follows is an infinite loop, which only gets 
terminated if game fails e.g. when touching the wire or 
moving out of the bounds of the pixel path array. Then a new 
episode will be started. Inside this loop the algorithm selects 
an action depending on two parameters. With the probability 
ε a random action is chosen. If this is not the case the next 
action is determined out of the q-table. For unknown states 
random q-values are initialized and written into the q-table, 
which also results in a random action. 

In principle the parameter ε is required to solve the 
exploration-exploitation dilemma described in [17]. To gain 
progress the q-learning algorithm needs to explore its 
environment, to find an optimal solution for the wire loop 
game or in general for the problem to which it is applied. On 
the other hand, a certain degree of exploitation is needed to 
reach regions which are less explored then others and to 
validate already learned q-values. The so-called ε-greedy 
exploration ensures that a minimum amount of exploration no 
matter how well the q-values are already approximated to the 
true q-values. With increasing number of episodes ε gets 
decreased more and more so that the algorithm skips areas 
faster which are already explored sufficient. 

After the selection of an action, it is performed in the 
virtual environment, which then returns the reward and the 
new state. Subsequently the q-values are updated with the help 
of the Bellmann equation. Finally, the state is updated to the 
new state s’.

Fig. 7 Pseudo code of the Q-learning algorithm

One problem when first starting the q-learning with the 
described code, was that no matter how many episodes the 
system has been trained, it was not able to reach the global 
goal. Reason for this is that after an episode was terminated 
the algorithm initialized the starting position as the first state. 
As a solution, a smaller area of interest is defined, in which 
the algorithm learns the wire. Every time a number of local 
goals x are reached the state with the last local goal is saved 
as new initial state. When one episode is terminated the next 
one will start there instead of jumping to the very start. The 
RL System is now able to learn a complete new wire without 
any knowledge (entries in the q-table) in about 10 minutes. 

To regularly check the learning progress of the q-learning 
algorithm, it is embedded in further a function. This allows to 
execute the algorithm in two different configurations. In the 
first one, the exploration factor ε is set to zero, and the for-loop 
is limited to one episode. New actions will only be selected 
based on the q-values in the q-table. If the system reaches the 
global goal, it is assumed that the q-values are already 
approximated very well to the true q-values and all actions 
done in this episode can be written to a list and sent to the 
robot to play the game in the real world. If not, this 
checking-phase gets followed by a training-phase. Here ε is 
set to its actual value of 0.9 to allow the algorithm to explore 
its environment by doing random actions. After training a 
fixed number of episodes again the so made progress gets
checked.

VII. ROBOT CONTROL

After the Reinforcement Learning Brain is done 
processing the simulated actions have to be transferred to the 
robot. For this part of the process we decided to use the ROS-
industrial software. This is an open source environment for 
programming robot applications. It bundles a lot of different 
functions and processes necessary for complex robot systems. 
It contains support (drivers etc.) for many robots from 
different manufacturers, including the here used UR10e. In 
this way ROS enables a real time connection and allows to 
control the robot via remote control. Also integrated in ROS 
are some environment simulation tools like RViz and Gazebo 
as well as some motion planning tools like MoveIt. These 
tools enable the implementation of safety features such as 
safety plans and collision avoidance and can also calculate a
motion plan out of the action list that can be sent to the robot.

The motion planning works with cartesian coordinates, 
whereas the q-learning is acting in the pixel space or rather in 
pixel coordinates. To map these two coordinate systems, we 
set up a transformation matrix RoTIm. Facing only a two-
dimensional problem the matrix has a size of 2x3 instead of 
4x4 when working with homogeneous coordinates in the 
three-dimensional space. To calculate the transformations 
matrix several points in the work plane off the wire have been 
measured in image coordinates (ImPi = (column, row, 1)T)
(Fig. 8 a) and robot coordinates (RoPi = (y, z)T) (Fig. 8 b).
With RoA = (RoP1, …, RoPn) and ImB = (ImP1, …, ImPn) the
transformation matrix RoTIm can be calculated by converting 
equation (1) in equation (2)

RoA = RoTIm × ImB (1)

RoTIm = RoA × (ImB)-1 (2)

Since ImB is not square the inverse matrix has to calculated 
using the pseudo inverse. For a resolution of 640x480 pixels 
for the initial image of the wire, the transformation matrix 
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calculates the distance between to pixels as around 1.5mm. 
The whole transformation from pixel to cartesian coordinates 
is subject to a mean error of 1,3mm.

Fig. 8 Determination of the points for the transformation matrix

VIII. APPLICATION

In the following, motion planning with reinforcement 
learning is illustrated using one wire configuration as an 
example. Therefore, Fig. 9 shows a series of pictures of how 
the UR10e navigates along this wire configuration and 
successfully plays the wire loop game. In contrast to the
shown wire configuration, the robot is also able to solve 
configurations with difficult sections, where the wire is bent 
backwards or runs vertically. Because of the chosen dictionary 
key in the Q-table (chapter VI) the system encounters no 
problems when solving these sections. 

Most of the time the q-learning does not need any further 
training phase to play new wire configurations. This is made 
possible due to offline training sessions with artificially made 
wire images. To change the curves of the wire by hand and 
then take pictures of the real wire setup would have been very 
time consuming and inefficient. Therefore, we implemented 
the following automatic method to generate training data. 

In a cartesian coordinate system with the same dimensions 
as an original image of the wire, we placed 14 fixed data points 
(Fig. 10 a). The first and last three points were constantly 
placed at the same position, whereas the eight ones in the 
middle are randomly placed and drawn from a uniform 
distribution. Through all points we then generated a cubic 
spline and transferred the created path to an image as shown 
in Fig. 10 b, which has the identical structure as the images at 
the end of the image processing (chapter IV). Based on 
thousands of these wire paths the system has been trained to 
move from left to right and from right to left to cover all 
possible states for backwards bended wire sections.

Fig. 10 Cubic spline interpolation and the resulting pixel path

IX. EVALUATION

In principle this demonstrator shows a very robust and reliable 
behaviour. Nearly every tested wire configuration got 
immediately solved by the Q-learning system or only one 
training phase of 50.000 episodes (approx. 30s) had to be 
done. Nevertheless, the system contains some weaknesses 
which could not all be eliminated during the period of the 
developed project.

Image processing improvement: Although the black 
cardboard is installed in the background, the image processing 
was affected by changing lighting conditions. After the 
threshold function some areas of the black background also 
appeared as white pixels in the image in bright light, whereas 
under poor lightning some parts of the wire occur as black 
pixels. This Problem was effectively solved and satisfying 
results are achieved every time.

Local Movement problem: The robot navigating through 
narrow curves is another focus point. While the simulation has 
no difficulty in dealing with these tight curves, executing the 
calculated action list leads to collisions between loop and wire 
in the real setup. This can be attributed to two weaknesses in 
the virtual environment:

� It exists some variance in the proportions of the wire
and the loop between the virtual environment (5x5
matrix) and the real setup

Fig. 9 Different states of the robot moving along the wire
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� Second, because of the local constraints of the virtual
environment the q-learning algorithm can‘t reach a
local goal with a rotation and therefore never gets a
direct positive reward for performing a rotation.  As
a consequence, the simulation only rotates its loop
when it is necessary. This often leads to exceedingly
small distances between loop and wire in the real
setup. Together with the first issue the robot fails to
play the wire loop game in narrow curves.

General movement problem: While playing the wire loop 
game the robot shows a very discontinuous movement. This 
scenario appears due to the used motion type. The robot 
executes the actions with a PTP (Point to Point) - movement. 
With this type of motion, the robot will generally slow down 
and stop when reaching a new point. PTP allows the blending 
of the motion path, but this could not totally eliminate the 
stuttering discontinuous movement because of the small 
distances between the single points and frequent changes of 
the movement direction. A possible solution for this problem 
could be spline interpolation through the waypoints.

X. SUMMARY

In this paper an adaptive motion planning method using 
the reinforcement learning algorithm called Q-learning is 
proposed. Image processing, an enhanced learning 
development framework, ROS virtual environment and 
control system are integrated into an intelligent system. Based 
on the concept of Markov Decision Processes the system gains 
knowledge and experiences by performing actions in the 
virtual environment and receiving reward depending on the 
reached states. This knowledge consists of so-called Q-values 
which are mapped to state-action pairs and are stored in a 
look-up table. Due to the minimalistic structure of the virtual 
environment Q-learning is able to generalize the motion task. 
In the demonstrated use case of the wire loop game, the 
usability of the intelligent system is presented, which allows 
the robot to move along different wire configurations without 
any collisions.

In the future work the discussed weaknesses and 
limitations in the developed system like the discontinuous 
movement and the problems with narrow curves will be 
addressed. Additionally, based on the existing reinforcement 
learning frameworks, adaption to the third dimension and 
more complex real-time learning environments will be further 
developed. The ability to adapt to new products, processes and 
environments in production and assembly lines could reduce 
cost as well as programming and implementation time. 
Especially small and medium-sized enterprises, which 
produce customer specific products have to come up with high 
flexible assets. Tough and physically harmful tasks such as 
welding, gluing will be handed to the robot with reinforcement 
learning methods to adapt the non-linear path operations.
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